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1 Introduction

Monetary policy decisions in real time are based on assessments of current and future
economic conditions using incomplete data. Since most data are released with a lag and
are subsequently revised, the reconstruction of current-quarter GDP, inflation and other
key variables is an important task for central banks and one to which they devote a
considerable amount of resources. Current-quarter numbers are also important because,
in the short-run, there is a greater degree of forecastability than in the long run. For
example, Giannone, Reichlin, and Sala (2004) (GRS from now on) document that, in
forecasting GDP beyond the first quarter, the forecasts of the Federal Reserve staff and
of standard statistical models do not perform better than that of a constant growth
rate. Current-quarter estimates are particularly relevant because they are inputs for
model-based longer term forecasting exercises.

Nowecasts are constructed at central banks using both simple models and qualitative
judgment. Those exercises involve the analysis of a large amount of information and a
judgment on the relative weight to attribute to various data series. As new information
becomes available throughout the month, the nowcasts and forecasts may be adjusted in
response to changes in both the values of the data series and the implicit relative weights
applied to those series. Typically, central banks and markets pay particular attention
to certain data releases either because they arrive earlier, and can therefore convey
news on key variables such as GDP, or because they are inputs in their estimates (e.g.
industrial production or the Employment Report for GDP). In principle, however, any
release, no matter at what frequency, may potentially affect current-quarter estimates
and their precision. From the point of view of the short-term forecaster, there is no
reason to throw away any information.

This paper provides a framework that formalizes the updating of the nowcast and
forecast of output and inflation as data are released throughout the month and that
can be used to evaluate the marginal impact of new data releases on the precision of the
now /forecast as well as the marginal contribution of different groups of variables. In
the empirics, we focus on the nowcast and we use intra-month releases of monthly time
series to construct (possibly) progressively more accurate current-quarter estimates.
Our approach allows us to consider a large number of monthly time series (in principle
all the potentially relevant ones) within the same forecasting model. Moreover, the
model takes into account the non-synchronicity of the releases by exploiting vintages
of panel data which are unbalanced at the end of the sample.

The framework we propose is adapted from the parametric dynamic factor model
proposed by Doz, Giannone, and Reichlin (2005) and applied by GRS to the same
variables we are using here. It is similar in spirit to Evans (2005), but our focus
is different since we exploit a large number of data series rather than just financial
variables and we don’t consider information at frequencies lower than the month.

Using this framework, we ask three specific empirical questions. The first is whether
a large information set really helps to obtain an early and accurate estimate of current
inflation and output. Several papers have made the point that a large information
set helps in forecasting (cfr. Boivin and Ng (2005), Forni, Hallin, Lippi, and Reichlin
(2003), Giannone, Reichlin, and Sala (2004), Marcellino, Stock, and Watson (2003),



Stock and Watson (2002)). This literature proposes and applies factor models adapted
to handle large panels of time series. On the basis of such models, Bernanke and Boivin
(2003) and GRS formalize the real-time application of large datasets to nowcasting and
forecasting inflation and output in the United States. GRS in particular show that
a specification of the model with two dynamic factors has a forecasting performance
comparable to that of the Federal Reserve’s Greenbook.

This paper builds on this literature, but instead of performing an out-of sample
forecasting exercise, we compute measures of news and uncertainty and study their
evolution as new information becomes available within the month. This is achieved by
deriving explicitly the standard error of the nowcast or forecast as a function of the size
of the information set. Changes in this standard error allow us to track the evolution
of the uncertainty of the forecast and nowcast as the flow of information evolves within
a month.

The second question is the assessment of the marginal contribution of particular sets
of variables in constructing the nowcasts. What kind of information really matters? To
provide an answer, we update our nowcasts and forecasts following each data release
within the month and construct empirical measures of the “news” in each data block
by conditioning on the data that was available in real time when the data was released
and that is evolving within the month. Because the data are released in blocks and the
releases follow a relatively stable calendar, each month the updates and news for each
type of data release are conditional on the same (updated) set of data releases. Since
blocks of releases typically correspond to an economic classification: money indicators,
prices, industrial production series, labor market variables etc., our measure of news
refers to aggregates of variables in a certain category rather than to a single indicator.

The third question is whether the marginal contribution of a block of releases is due
to its “timeliness” or to its “quality.” The distinction between timeliness and quality
arises because the marginal value of a data release depends on the new information in
the release; i.e. it depends on the difference between the data that are released and
the values that were predicted by the model just before the release. The earlier a given
series is released (timeliness), the smaller the information set for its predicted value and
the greater, ceteris paribus, is the news in the release. Its “quality” depends on the
predictive power of an information block given the same conditioning information set
as for other information blocks. Since data are very collinear, the order of the release
matters and we may have a situation where high quality data such as GDP, have no
marginal impact on GDP itself since they are released with a long lag.

The paper is organized as follows. In Section 2, we describe the problem and the
structure of the staggered releases in the United States. In Section 3 we introduce
the model, our estimation technique, the computation of the standard errors, and
the method for examining the “timeliness” of data. Section 4 describes the empirical
analysis and comments on the results. Section 5 concludes.



2 The Problem and the Structure of the Data Sets

2.1 The Problem

We will first describe the problem we are analyzing in a very stylized way. Our aim is
to evaluate the current quarter nowcast of key indicators of real economic activity and
price dynamics on the basis of the flow of information that becomes available during
the quarter.

Within each quarter, contemporaneous values of key macroeconomic variables like
GDP are not available, but they can be estimated using higher frequencies variables
which are recorded and published more timely. At month v we can define the relevant
information set €2} which includes the relevant n monthly time series and the relevant
sample up to month v and compute the following projection:

Proj|GDP, | Q7]

Let us assume that Q7 is composed of two blocks [Q7! Q72] and that the variables
in Q"2 say production, are released a month later than those in Q7! say surveys.
This implies that, in month v, variables in Q7! are available up to month v, while
variables in Q72 are available up to month v — 1. In order not to lose the information
in Q72 available up to the previous month, we will have to project on the basis of a
dataset which is unbalanced at the end of the month. Our forecasting problem is the
generalization of this simple case.

The conditioning set in the projection is a large panel of monthly time series, con-
sisting of about 200 series for the US economy, broadly those examined closely by the
staff of the Federal Reserve when making the forecasts.

The data considered are published in thirty six releases per month. The blocks
contain direct measures both of real economic activity and prices, and of aggregate and
sectoral variables. Moreover, they include indirect measures of economic developments,
such as surveys, financial prices that may reflect current and expected future economic
developments and measures of money and credit.

To set the notation, we will denote the information set by:

Q, = {Yiyys i =Loms t=1,... T, }

where v denotes the month of the release, and v; the date of the jth data release within
the month. At each point in time v;, we will refer to the information set as vintage. The
latter is composed n variables, Yj,,, where i = 1,...,n identifies the individual time
series and t = 1, ..., T, denotes time in months. Here, T, indicates the last period
for which series ¢ in vintage v; has an observed value. For example, when industrial
production is released in month v, the last available observation refers to the previous
month T;,, = v — 1, while when surveys are released, the last values refer to the month
of the releases Tj,;, = v.

Let us now track the flow of information within the quarter of interest. We will
follow the convention that a quarter k is dated by its last month (for example, the first
quarter of 2005, is dated by k =March05). Release j within each quarter k is given



by €, where v =k — 2,k — 1, k, are, respectively, the first, the second and the third
month of quarter k.

At v;, a set of variables Y;;,i € I is released and the information set expands
from €, , to {2,,. The new information set differs from the preceding one for two
reasons. First, there are new, more recent, observations: Tj,, > Ty, ,,% € I, while
Tw]. = Tivj_l,i ¢ LJ].. Second, old data are revised, and data revisions are given by
Yitjo; — Yito;_,» % € Lv;. Notice that in absence of data revisions (%, , € €Q,,, i.e. the
information set is expanding as time passes by.

The timing and the order of data releases can vary from month to month, i.e. I,; can
be different from I, for v # 9. However, releases typically correspond to an economic
classification: money indicators, prices, industrial productions, labor market variables
etc. and with few exceptions, the differences in the chronological order of the releases are
limited. This allows us to construct a stylized calendar in which we combine the series
into fifteen data blocks so that, in most cases, they consist of roughly homogeneous
variables, containing data released at roughly the same time in the month, roughly
preserving the chronological order in which the data are released. We call pseudo
vintages the releases which refer to our stylized calendar. We have: I, = I;,j =
0,1,---,J.

We want to stress here that, abstracting from data revisions, due to the non syn-
chronicity of data releases, the intra month flow of data is mainly reflected in the
increase of cross-sectional information. In particular, at each release date v; the in-
formation set expands because of the inclusion of new information about a group of
variables that corresponds to a particular economic classification.

For each information set within the quarter of interest, we compute the nowcast
for the variables of interest by simple projection. For a generic variable z}, e.g. GDP
growth rate, where the superscript ¢ indicates that the variables is measured at quar-
terly frequency, we have:

5, = Proj [zgmvj} =k k—1k—2 j=1,..J.

Once we have obtained the projections, we can compute the news in block j as the
change that the release of block j induces in the current estimates of the variable of
interest:

NEWS[z],vj] = Eg‘vj — Eglvj_l. (2.1)

Notice that NEWS is not a standard Wold forecast error. First of all, the structure
of the unbalancedeness changes with time so that the number of variables within the
month is different from month to month. Second, it is affected by the order in which
data arrive.

The uncertainty associated with this projection, is estimated by

vz, =ElE, — 2", v=kk—1k-2

Since the dataset is expanding, Vz,’i'v. < Vzgw . and the uncertainty is expected
J J—
to decrease as time passes by. The evolution of this quantity across data releases



measures the extent to which each block of releases helps reduce uncertainty of the
nowcast of the variables of interest: more informative releases are expected to produce
larger reductions in uncertainty. The reduction of uncertainty provides a measure of
the marginal information content of the jth data release and, in general, of the value
of an increasingly larger information set.

From the practical point of view, the computation of this projection is not simple.
Due to the large number of data we are considering, €2,; is very large. The basic
idea of this paper is to exploit the collinearity of the series in our panel to summarize
the information in 2 in a smaller space generated by the span of few common factors
F;. A projection on the space of the common factors F; is able to capture the bulk
of the covariance of the data and provides a parsimonious well performing forecast.
Our problem is split in two steps. First, estimate the factors from the panel, Fﬂv]. =

Proj {Ft\QUJ} . Second, project on the span of the estimated factors. Uncertainty of the
nowcast can hence be attributed to two components
VZZ|vj - VXZ,k\vj + Vgg,kh)j'

The first component reflects uncertainty on the common component, i.e. the un-
certainty arising from the estimation of the common factors; the second component
reflects uncertainty on the idiosyncratic, i.e. the variance of that part of the variable
not explained by the common factors.

On the basis of the framework outlined here we will also study whether the impact of
a release depends on the fact that it is published early (timeliness) or by its economic
content (quality). Quality of a block of release is defined as its marginal impact,
controlling for the date of the release.

To summarize, our objectives are:

1. Update the current quarter estimate and the forecast of the variables of interest,
conditioning on a large set of information.

2. Update on the basis of a panel which at the end of the month is unbalanced.
3. Evaluate “news” in relation to the publication of data releases.
4. Evaluate uncertainty in relation to the flow of information.

5. Evaluate the impact of a release by distinguishing the effect due to timing and
that due to quality.

On the basis of this information, we want to evaluate the marginal contribution of
different blocks of variables to the forecast and assess whether the latter is due of to
the timeliness of the release or to its intrinsic quality.

A model that is suitable to our objectives is defined in the next Section.



3 The Econometric Methodology

The methodology we will propose here is the parametric dynamic factor model proposed
by Doz, Giannone, and Reichlin (2005) and applied by GRS to the same variables we
are using here. In this framework, once the parameters of the model are estimated
consistently through principal components, the Kalman filter is used to update the
estimates of the signal and the forecast on the basis of the unbalanced panels.

This parametric version of the factor model can also be used to derive explicit
measures of data uncertainty across the vintages.

The Kalman filter allows us to extract the innovation content of each data release
(composed of several individual data series) and to identify the news — splitting it from
the noise. The underlying signal is computed by the Kalman filter by weighting the
innovation content of each variable according to its news to noise ratio.

3.1 The Model

While in Section 2 we defined the problem for a generic quarterly variable zg‘vj, in
describing the model, for simplicity, we will refer to monthly stationary variables. The
appendix describes data transformation and the relation between quarterly and monthly
quantities in detail. Here let us just say that the variable of interest, y;,; is the cor-
responding monthly series to ZZ|’Uj’ transformed so as to induce stationarity. Obviously
different transformations will be required depending on the nature of the variable in

question.
We have:

Yitlo; = Wi + NiFt + it

where ; is a constant and x;+ = AiFy and §;y,,, are two orthogonal unobserved stochastic
processes.! In matrix notation we can write:

yt‘l)j = /’L + AFt + §t|’l)j = /’l’ + Xt + ft\vj

where Ytjv; = (y1t|v]~7 '"7ynt|v]~)/a §t|vj = <€1t|v]~7 -"7§nt|vj),7 A= ,17"")‘;1)/' We assume
that the n x 1 process x; (the common component) is a linear function of a few un-
observed common factors F; that capture “almost all” comovements in the economy,
while the n x 1 stationary linear process &, (the idiosyncratic component) is driven
by n variable-specific shocks. Since data revision errors are typically series specific, we
incorporate them in the idiosyncratic component. Additionally, the common factors
are supposed to be the same across releases because they summarize the fundamental
state of the economy underlying all data releases.

The common and idiosyncratic components are identified under the methodology
and assumptions used in estimating the model, as described in section A.3 of the
Appendix. The common factors can be consistently estimated by principal components
(See Forni, Hallin, Lippi, and Reichlin (2000) and Stock and Watson (2002)) provided
that the idiosyncratic shocks exhibit, at most, “weak” cross-correlations.

IThe particular transformations that we use are discussed in Section C of the Appendix.



Our approach is to specify the the dynamics of the common factors as follows:?

F, = AF,_1 + Bu, (3.2)
u ~ WN(0, 1) (3.3)

where B is a r x ¢ matrix of full rank ¢, A is a r X7 matrix and all roots of det(I, — Az) lie
outside the unit circle, and u; is the shock to the common factor and is a white-noise
process. In such a model, a number of common factors (r) that is large relative to
the number of common shocks (¢) aims at capturing the lead and lag relations among
variables along the business cycle (cfr. Forni, Giannone, Lippi, and Reichlin (2005) for
details).

In the empirical estimates, » and ¢ will be set equal to ten and two, respectively.
These choices are based on findings in GRS and correspond to the idea that the economy
can be described as being driven by ¢ = 2 large pervasive shocks with heterogeneous
dynamics captured by the parameter r.

To estimate the factors on the basis of an unbalanced data set, for the idiosyncratic
shock we assume:

P if Yit|v, is available

0o if iy, Iis not available. (3-4)

E( i2t|v]~) = &Z = {

The data generating process of the idiosyncratic components is parameterized by spec-
ifying, for available vintages, the following conditions:

E(£t|vj££|vj) = diag(zz)lv cee '(En) (35)

E(gtlvj€£_5|vj) = O7 s> 0. (36)

We also assume that &), is orthogonal to the common shocks uy:

E(ﬁt\ijQ,s|vj) =0, for all s. (3.7)

Our model consists of equations 3.2 through 3.7, and we can use the Kalman filter
to estimate the common factors F; by assuming that errors are Gaussian. If we replace
the parameters of the model above by their consistent estimates (see section A.3 of the
Appendix for details), we can estimate the common factors as:

Fyj,, = Proj[Fy | Qu,; A, A, B, 0. (3.8)
In particular, imposing @it‘vj = oo when yjy,, is missing (see equation 3.4) implies

that the filter, through its implicit signal extraction process, will put no weight on the
missing variable in the computation of the factors at time t.

2The relation of our model to that used in estimating principal components is discussed in Section
A4 of the Appendix.



The Kalman filter is also used to evaluate the degree of precision of the factor esti-
mates given the consistent parameter estimates, with the degree of precision reflecting
that of the signal extraction process for estimating the factor:

~ ~ N

Vs\vj =E[(F, — ) (Fi—s — Fi—s); A, A, B, 7],

Our estimates of the signal and their degree of precision are given by:

A

Xit\vj = Proj [Xit ‘ ij;[\7 1217 B> \ij} = AZ tlv;

E(xit — Rito,)” = MiVoj, A

A discussion of the assumptions is in the appendix.

3.2 Forecasts and Uncertainty

Turning to the nowcast, notice that in the state space representation we assume that
only the common component of each series is forecastable. Empirically, this restriction
does not create any relevant loss of information because the common factors are able
to capture not only most of the cross-sectional correlation, but also the bulk of the
dynamics of the key aggregates (for evidence on this point, see GRS).

Hence, if y;y); 1s not available, because y;; has not been released yet at vintage v,
(this is always the case if ¢ > v), then our estimates are given by iy, = i + Xitfo;-
On the other hand we assume that if an official estimate for y;,; is available, so that
yit has been released at vintage vj, then g, = Yo, More precisely:

Jitlo; = Projlyine, | Qi A, A, B, W] (3.9)

= (1 = Gitjo; Witlo; + itjo; (i + Xitjo, )-

where:

P 0 if Yy, Is available
itlv; 1 if g, isnot available

From these equations, as indicated in Section 1, we can compute the news induced
by the release of block j to the nowcast of y;:

NEWS[Z7 U]] = giﬂ’l}j - giﬂ’l}j_l (310)

Because the projections by which these forecasts are calculated assume that the
parameters are given, and thus the relative weights in the signal extraction process are
unchanged, this measure of news reflects the updating of the factors due only to the
new information in vintage v;, conditional on the information in vintage v;_1. This
measure of the news allows us to determine whether particular releases contain relevant



information in a real-time setting and thus whether it is worthwhile to estimate the
signal at each intra-month data release.

Also, for each vintage, the confidence bands for the forecast can be easily computed
from the state space representation. Let us consider the difference between the expected
value computed at vintage w and the official realized released in the future at date w
(0 > w). Our measure of uncertainty about this realized value is defined as:

Vyz't\w = E[@it\w - yit|u~))2;]\7147 B: ‘ij] (3.11)

Alternatively, if y;; has not been released yet at vintage w, we have:

\//E/it\w = %Xit\w _/>\<it)2; A7 1217 Bv \il] + E( 12t|111)
= VXit|w + Vgiﬂw

where VAth‘w = A;‘A/mwf&i and \/@jtlw = 1%-. Notice that this measure of uncertainty is
independent of w by assumption (cfr. section 3).
On the other hand, if there is an official release of y;; at vintage w, we have

Vyit\w = E[(f(lﬂw - Xit)2 ‘ Y1|jws " s Yw|ws Aa A? B? \il] + E(ézﬂw - git\wg)Q

where there is no covariance term due to the orthogonality of the factor and the id-
iosyncratic term.

This quantity measures the size of the revision error between vintage w and vin-
tage w. To estimate it, it is necessary to have an assessment on the evolution of
the idiosyncratic component at each release E(éiﬂw — git|w)2. In addition, notice that
E(Xitjw — xit)? will provide a lower bound for the variance of the revisions. For simplic-
ity, we will not measure uncertainty due to revision errors, hence we will assume that
EJitjw — yitm]Q = 0 if there is an official release of y;; at vintage w.?

In summary, we have:

Vyit\vj = 5it\fu]- (int|vj + Vgit\w) (312)

Notice that there are two sources of uncertainty, one associated with the signal ex-
traction problem (extraction of x;), the other due to the presence of idiosyncratic
components (&;).

The appendix detail how to adapt these measures of news and uncertainty to obtain
the statistics described in Section 2.1 for the data of interest transformed in quarterly
rates.

3 An analysis of the data revision process will require a separate discussion, and is beyond the scope
of the paper.



4 Empirics

The measures of news and uncertainty introduced in Section 2 will now be applied to
the real-time vintages of data sets from June 2003 through March 2004 and to the
pseudo real-time vintages we have constructed for each of those months, capturing the
actual chronological order of the data releases (see again Section 2). We also present
these measures in a way that controls for the timeliness of the data releases.

4.1 Data

The dataset is described in Table 1. As anticipated in Section 2.1, it consists of about
200 macroeconomic indicators and the sample, in each vintage, starts in 1982.

All variables are monthly, except for GDP and GDP deflator for which monthly
measures are derived from linear interpolation.* Details on data transformation are
reported in Appendix C. Let us here stress that price variables are treated as [(2) in
estimation, but results will be reported for the level of inflation.

Table 1 describes the structure of the information within the quarter. Variables
(releases) are indicated in Column 2 while Column 1 indicates the associated block.
As described in Section 2, we have 15 blocks of releases.® Different blocks of releases
are published at different dates throughout a month (column 3) and may refer to
different dates (column 4). Typically, surveys have very short publishing lags and often
are forecasts for future months or quarters, while GDP, for example, is released with a
relatively long delay.® Industrial production, price variables and others are intermediate
cases.

In column 3, we start our “data month” with the Consumer Credit release on the
5th business day of the month and end it with the Employment Situation release on
the first Friday of the following month. With this convention, the data set that we
label as June, for example, only includes values for June and earlier, although the data
in the latest Labor and Wages block contained in that data set were released in the
first week of July. After the release of the Labor and Wages block, we track the flow
of information within each month by exploiting the fact that our information blocks
preserve the chronological ordering of the releases.

As indicated in the third column of Table 1 and anticipated in the discussion of
Section 2, the timing of releases varies somewhat from month to month. To overcome
this problem, we construct pseudo intra-month vintages according to a stylized data
release calendar, by assigning to the vintages the most common timing pattern and
keeping that timing fixed across our 21 monthly data sets. The construction of the

4Although very simple, this transformation works because it is applied to only a small number of
series and the distortion is expected to go into the idiosyncratic factor (See Altissimo, Bassanetti,
Cristadoro, Forni, Hallin, and Lippi (2001)). In fact, the results in GRS show that the model performs
quite well even with such a simple transformation. The procedure might be improved using more
sophisticated types of interpolation, that is beyond the scope of the paper.

® Appendix C reports the source of each data release. The individual series in each release (and
block) are reported in Appendix B.

5The releases of the GDP and Income block for the first, second and third months of the quarter

” ¢

contain the GDP and Income data from the “advance”, “preliminary” and “final” releases, respectively.
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vintages is discussed in more detail in Section A.1 of the Appendix.

Following the notation introduced in Section 2, vy indexes the vintage just before
the release of the first block (Mixed 1), while v; indexes the vintage after the release
of Mixed 1 and before the release of the second block (IP). Just after the Labor and
Wages release, we have the last vintage of the month, indexed by wv1s.

With this convention, the starting vintage in each month is equal to the last vintage
of the subsequent month: so the vintages indexed by vis and (v 4 1) are the same.
Because the data blocks defining the vintages are in the same order each month, we
use v; to index both the vintages and the time at which they are released. So, we will
say variables in the first block (Mixed 1) are updated in vintage v; and are released at
time vy.

The way we treat financial variables deserves a comment. Financial variables and
interest rates are the most timely since they are available on a daily basis. In principle
daily information could be used to update the estimates of GDP and inflation as, for
example, in Evans (2005). Our approach is different. Since the bulk of our data is
monthly, we disregard information from financial variables at frequencies lower than
the month and let them enter the model as monthly averages. We make the arbitrary
assumption that they become available only at the end of the month which implies that
their effect is underestimated.

4.2 News and Uncertainty in Real-Time

In this section we report summary statistics evaluated using real time vintages from July
2003 to March 2005. These measures are derived using the “real-time” and “pseudo real-
time” vintages in their natural chronological order and thus correspond to the exercise
in which the forecaster updates her nowcasts after the release of each information block.

We report statistics on uncertainty around the current quarter nowcast of key vari-
ables and on the size of the news derived using real time vintages. For real variables,
measures of news and uncertainty are constructed for quarterly quantities derived from
monthly data. For inflation variables they are reported for annual inflation. The statis-
tics used are based on formulas (3.10) and (3.12), modified so as to track the quarterly
aggregates of interest.

The measure of uncertainty in formula (3.12) depends on the estimated parameters,
which change over time because they are recomputed after each vintage of data. Below
we report averages of the uncertainty measures across all the quarters considered in the
real time exercise. We will refer to this measure as average uncertainty. Similarly, we
measure the size of the news as the absolute value of the news measure (3.10) averaged
across all the quarters considered in the real time exercise.

Because the impact of the release of block j may differ according to whether the
release is in the first, second or third month of the quarter, the average for both
uncertainty and news is taken over the seven vintages in our sample and correspond to
either to the first, second, or third months of the quarter.

Chart 1, 2 and 3 focus on two key variables: quarterly growth of GDP (Charts 1a,
2a and 3a) and annual growth of GDP deflator (Charts 1b, 2b and 3b) while Charts
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4a and 4b consider, respectively, additional real and nominal indicators.”

Measures of news for real growth and inflation are shown in Charts la and 1b,
respectively. Charts 2a-2b, 3a-3b and 4a-4b report the evolution of the uncertainty on
the signal (common) and the uncertainty on the variable itself (total). These charts
complement the information in Chart la-1b by providing a systematic measure of how
the accuracy of the nowcast evolves. Chart 2a-2b shows the evolution of the standard
errors over the quarter: by understanding whether the marginal impact of a given
release has a different effect in the first month than in later months, we can assess the
importance of timing in explaining the impact of a particular release. Chart 3a-3b,
on the other hand, overlays the three months of the quarter to allow for an easier
comparison of the effects of a given block across the three months. Chart 4a-4b reports
the same information as Chart 2a-2b, but for additional real and nominal series. These
series are: employment on nonfarm payroll (NFP), unemployment rate (UR), personal
consumption expenditure price index excluding food and energy (PCEX).

Let us first concentrate on GDP growth. From Charts la, 2a and 3a we have three
results:

1. Intra-month information matters. Data releases throughout the quarter convey
news as can be seen by the fact that the estimates are generally updated as new
releases are published (Chart la). Moreover, uncertainty decreases uniformly
through the quarter (Chart 2a).

2. The release that has the largest impact on the nowcast and its precision in the
first month is the “Mixed 2” block. Mixed 2 is composed of two series from
the New Residential Construction Release and nine series from the Philadelphia
Business Outlook Survey. By way of the Philadelphia survey, Mixed 2 is the
most timely release since it is the first block to contain data or forecasts on the
current quarter. The two preceding releases in the month (Mixed 1 and Industrial
Production) convey information about earlier months only and have almost no
impact since they are published relatively late.

3. Other important news for the nowcast of real GDP growth is contained in the
blocks of Labor and Wages (which includes the release of the Employment Report)
and interest rates (the components of the block compose the yield curve). This
emerges from both Chart 1a and 2a.

In general, the striking result is that the surveys (Mixed 2) have a larger impact
than the Employment Report (Labor and Wages) which is the news to which financial
markets react more strongly. The reason is that, by the time the labor block is released,
the information conveyed by the surveys has already been taken into account. This
highlights the importance of timing.

Noticeable is also the large effect of the interest rate block on both the nowcast
and its uncertainty. The Interest Rate block is the end-of-month average of the weekly
30-year mortgage rate from Freddie Mac and of daily observations of nine interest rates

"All statistics are presented numerically in Section D of the Appendix.
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from the Federal Reserve’s H.15 Release. The later include short and longer-term U.S.
Treasury rates and AAA and BAA corporate bond yields. Likewise, the Financial block
is composed of end-of-month averages of daily observations on foreign exchange rates,
the price of gold, and U.S. stock prices.

Chart la Average Size of News: Nowcasts of Real Growth
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Chart 3a Average Uncertainty: Nowcast of Real Growth
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We now turn to inflation. Let us first remark that, as mentioned, we focus on
quarterly growth rate for GDP and on annual rate for what concerns price inflation.
The latter is therefore smoother and less sensitive to the news by construction. This
feature is evident from Chart 1b. From Chart 2b and 3b we can see that, as in the case
of GDP, uncertainty decreases monotonically within the quarter as new information
arrives. As for the importance of different blocks, two features are noticeable. First,
looking at the evolution of the updates of the estimates (Chart 2a), we can see that
a big jump occurs with the release of the GDP and Income block in the first month
of the quarter. This release (the “advance” release) contains the first observation for
the GDP deflator (and GDP) for the previous quarter and, thus, reveals information
about the value of the idiosyncratic shock to the deflator in the previous quarter. This
effect, however, is much less pronounced on the common component (the signal) and
mainly affects the idiosyncratic component of inflation. This is explained by the fact
that, since we have modelled inflation in first differences, the idiosyncratic component
has a unit root (empirically it turns out to be well captured by a random walk) so that
the nowcast reacts strongly to the information revealed about the idiosyncratic shock
in the previous quarter.

More interestingly, an important impact on the precision of the estimates (Chart 2b)
is due to the financial block release, containing data on exchange rates and the nominal
prices of gold and equities, whereas, unlike in the case of GDP the interest rate block,
has no effect. The Financial block, as we have seen, contributes to a noticeable decline
in the uncertainty associated to GDP inflation but not for that associated to real GDP.
Conversely, the Interest Rate block has an effect that is much more pronounced for real
GDP than for inflation. Notice that the role of financial variables and interest rates is
likely to be underevaluated since they are available from the markets on a daily basis
but we assume that they become available only at the end of the month.

To check for the robustness of these results for the Interest Rate and Financial
blocks, we perform the same analysis as in Chart 3 but invert the order of these two
blocks. This exercise is motivated by the fact that the order of these two blocks is
arbitrary because we constructed them as month-end averages of weekly and daily
observations which implies that they become available contemporaneously at the end
of the calendar month. As shown in Chart 5, the relative impact of these two blocks
are not sensitive to their ordering.

While we have focused on GDP inflation and growth, central bankers and economists
at large are also interested in other aggregate measures of inflation and real activity.
Measures of uncertainty for the common factor of the nowcast for inflation based on
the core deflator for personal consumption expenditures and for the growth rate of
employment in nonfarm payrolls and the unemployment rate are presented in Chart 4a
and 4b. Notice that the two measures for inflation move closely together, as do the
three measures for real activity. Thus below we will continue to focus on the common
factor for real GDP and for GDP inflation.

Finally, let us remark that the size of news, unlike the measure of uncertainty,
depends on the particular realization over the sample period we use for the out-of-
sample exercise. This explains why results on the size of the news are some time
different than results on average uncertainty.

16



=3) ‘

2) O third month (m=

1) B second month (m

‘D first month (m

Chart 1b Awverage Size of News: Nowcasts of Inflation

kool

0.08
0.07 A
0.06 -
0.05 -
0.04 -
0.03 A
0.02 A
0.01
0

sagep\ 7 Joqe]

Npax) 3 Koy

€ PXIA

7 s&dAaang

[eUBUL]

sajeY JSIuU]

swiie) repiug

I sAdAIng

Suisnoy

woduy 2 JaD

14D

1dd

TPXIA

uondINpoay ‘puf

1 PXIN

saSvy p 10qvT
npat) p Souopy
£ pxI

7 sdoaing

O total B common

Chart 2b Average Uncertainty: Nowcast of Inflation

%
~
S

=
—
M sopvy 12
suin]) oy
[ _”m [ sdoaing
Suisnoy
awoouy p 4q9
_”m 1D
ﬂ I1dd
—

Third Month

Zpoxin

% 1 rur
I paxiw
$a8p 44 puv 10gvT

7 ﬁ sa8v 4 yp 40qvT
B o) ool
ﬂ £ poxiyy

7 sfoaung

L Sowy ysauopuf

su]) oy

ﬂ 1 sfoaing

Suisnoy
amoouy p Jqo

Idd
——
uoysnposq puy
1 Poxuy
J sa8vp puv 40qv7
sa8v gy yp 40quT
M npai) yp douopy
£ poxy
— siung
ﬂ mwouvuLy
oy 1souop]
N
ﬂ 1 sfoaung
Suisnogy
— oo pdao
=

P
uoysnpoiyq ‘puy

I paxi

Iﬁ sado puv 10gv7

b=}

T I

Second Month

First Month

0.16

>~
= = S
ST

0.08
0.06
0.04
0.02

17



Chart 3b Average Uncertainty: Nowcast of Inflation
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4.3 The Information Content of the Blocks Conditional on Timeliness

The marginal impact of a block is conditional on the set of previously released data. To
control for the effect due to timeliness, we construct a counterfactual series of vintage
data sets in which data don’t differ in their timing or lags of releases. In this way we
can construct a measure of “quality” of the data independent of timeliness.

For each of the first three months of 2004, we construct 16 vintages with each vintage
corresponding to one of the information blocks. These 48 vintages are denoted by yy5,
0 = 04ml,...,04m3; j = 0,...,15. In contrast to the real-time vintages, each of these
counterfactual vintages is constructed from data in a single real-time vintage (which
we choose to be yy,,, v = 05m3). We then truncate this data set at December 2003,
thereby producing a data set that is balanced because the truncation deletes periods
which may have had missing observations due to lags in releasing data. We denote the
series in this data set as y; 5,,t = 83ml,...,03m11,v = 04m1 and refer to measures of
uncertainty constructed from these series as “no release” measures.

Starting with this balanced dataset, we construct pseudo panels in which each block
is the most timely. For the data set in which the Mixed 1 block is most timely, we
add data for January 2004 but only for variables belonging to Mixed 1, obtaining the
counterfactual vintage yt‘ﬁl.8 Similarly, we start anew with the balanced data set and
add data for January 2004 but only for variables belonging to the second block (IP),
obtaining the counterfactual vintage y;3,. In the end, we obtain the counterfactual
vintages yt5,, for j = 0,...,15 and v = 03m1.

Then we do the same exercise with the balanced panel truncated at January 2004,
Yt|so» 0 = 04m2, and add February 2004 data for each block one by one to construct
Ytw;, for j = 0,...,15 and v = 05m2 and so on, up through March. In the end, we obtain
Yi|5;» for 0 =04ml, ..., 04m3, j =0, ..., 15.

Using these vintages, we construct measures of common-factor uncertainty for the
nowcasts. They are reported in Chart 6a and 6b.° The horizontal dashed lines are
drawn at the level of the “no release” uncertainty. As it was expected, in each month,
each block of information either leaves the average uncertainty of the nowcast un-
changed, or reduces it, relatively to the “no release” value.

In Chart 6a we report results for GDP. Industrial production has now become an
important block and so has GDP & Income and Labor and Wages. The importance of
surveys and interest rates is now reduced.

In Chart 6b we report results for inflation. Compared with Chart 2b, where the
main effect was due to surveys, GDP and income and financial variables, we now have
a clear effect of the price blocks and of industrial production. The effect of financial
variables remain sizeable while that of surveys is reduced.

In general, hard data become important while they were not in the real time exercise,
while soft data have a lower impact which reflects the fact that part of their contribution
is mainly due to timeliness.

8The values for January 2004 that we use here, we use values for this month form the vintage,
v = 05m3.

°In computing these results, we run the Kalman filter over the various datasets but estimate the
model parameters only once on the basis of the balanced panel (up to September 2004, in this case).
Numerical details of these exercises are reported in Tables 4a and 4b.
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We should stress, however, that the effect of financial variables on inflation uncer-
tainty remains large and it is therefore independent of timeliness.

Chart 6a Counterfactual Average Uncertainty : Real Growth 2004-Q1
(Common Component)
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5 Summary and Conclusion

This paper has analysed the impact of the flow of information within the month on
the estimate of current quarter GDP growth and inflation before these variables are
published. We considered the unsynchronous release of about 200 monthly time series
where releases are organized in groups of homogeneous variables. To this end, we have
proposed a framework which is an adaptation of the parametric version of the large
dynamic factor model proposed by GRS and Doz, Giannone, and Reichlin (2005).

This model allows to analyze the flow of a large number of time series and update
the signal on the basis of a panel which, due to the unsynchronous release of data, is
unbalanced at the end of the sample.

We find that information matters in the sense that the precision of the signal in-
creases monotonically within the month as new data are released. We also find that
both timeliness of the release and quality matter for decreasing uncertainty. Surveys
have a large impact on both inflation and output in real time and their effect is larger
than the Employment Report. Hard data such as price and real variables have no effect
since they are released relatively late. When we control for timeliness, the contribution
of hard data increases and we find a sizeable effect of both nominal and real variables
on inflation while for GDP only real variables matter. Another finding is that interest
rates affect the precision of the estimates of GDP, but not that of inflation while asset
prices affect the precision of the nowcast of inflation, but not that of GDP.
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A  Appendix

A.1 Construction of the Vintage Data Sets

We construct the sequence of vintages v, ..., v15 for a given month v from two data sets:
the ones containing all data collected for months v—1 and v (including the Employment
Report early in the following month). Because these data sets contain the releases of
all 15 information blocks, they are denoted as (v — 1)15 and vy5, respectively. The data
set (v — 1)15 is also the initial data set for month v, so (v — 1)15 = vo.

Starting with vy for month v, the data series in that data set are replaced and
updated recursively block-by-block with blocks that were released in month v (and
that are contained in the data set indexed by vi5). For example, v; is constructed by
identifying the series in Block 1 (Mixed 1) and replacing its values in vy with those from
v15, while leaving the values for series in all other blocks unchanged. When making such
replacements, each series in the block is replaced by the new readings on its current
and past values because new releases contain new values not only for the most recent
dates, but also for past dates. We call v; a “pseudo vintage”, because the data series
in it were not literally constructed in real time, they are constructed from information
blocks that generally preserve the chronological order of the data releases. The pseudo
vintage v is constructed from v, by identifying all series in Block 2, taking their values
from v15 and using them to replace the values for the series reported in v; for Block 2.
The pseudo vintages vs, vy, ..., v15 are constructed in the analogous manner.

In sum, for each month (v= June, 2003; ... ; March 2005), we have 16 vintages
indexed by (v — 1)15 = vg, v1, ..., v15 = (v + 1)o.

A.2 Transformations of the Data Series

The transformations we apply to the raw data (Y;;) so that the model estimation uses
data series that are stationary (y;;) are:

Data transformations

code | transformation Description

0 Yit = Yit no transformation

1 yir = log Yyt log

2 yir=(1—-L3Y; three-month difference

3 yir = (1 — L?)1log Yy x 100 three-month growth rate

4 yir = (1= L3)(1 — L'?)1log Vi x 100 | three-month difference of yearly growth rate

The particular transformation that we apply to a series is reported in column 4 of the
table in Section C of the Appendix.
A.3 Estimation of Parameters

In this section we do not consider the dependence of data on the vintage but instead
work under the assumption that the data generating process of the idiosyncratic com-
ponent is the same across different releases. In particular, we assume homoscedasticity
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of the idiosyncratic component across vintages, E&,, ggl v = V¥ for all v;. However, re-
laxing this assumption does not have major consequences for the results below because
the principal component estimator is robust to a limited amount of heteroscedasticity,
which could be induced by the data revision process (see e.g. Bai (2003)).

The assumptions that allow us to identify the common and idiosyncratic components
of the model are:

A1l. Common factors are pervasive

n—oo

lim inf (1A'A> > 0,
n
and

A2. Idiosyncratic factors are non-pervasive

1
lim — (max v'\I/U> =0.

n—oo n \v'v=1

Assumption Al implies that the common factors must be understood as sources of
variation that remain pervasive as we increase the number of series in the dataset. In
that sense, the common factors correspond to the notion of macroeconomic shocks.
Assumption A.2 implies that idiosyncratic factors may affect more than one particular
series (U need not be diagonal, however the idiosyncratic shocks are assumed to be
stationary), but the effects of an idiosyncratic shock are limited to a particular cluster
and do not propagate throughout the macroeconomy.
Next, we define:

Tit = Yit — i

1 .
Zit = T(yit - Hz’t)>
[oF3

where fi;; = & >/ yi and 6; = \/% SE (i — )2
Consider the following estimator of the common factors:

n
(Ft, = arg mlnzz Zit — N Ft

To derive these estimators, define the sample correlation matrix of the observables (z;):

= l XT: ZtZ/
= t
T=
Denote by D the r x r diagonal matrix with diagonal elements given the largest r

eigenvalues of S and denote by V' the n X r matrix of the corresponding eigenvectors
subject to the normalization V'V = I.. We estimate the factors as:
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Ft = V/Zt

The factor loadings, A, and the covariance matrix of the idiosyncratic components,

A

U, are estimated by regressing the variables on the estimated factors:

R T /T N\t
t=1 t=1

and

¥ = diag(S — VDV).10

The other parameters are estimated by running a VAR on the estimated factors,
precisely:

Define P as the ¢ x g diagonal matrix with the entries given by the largest ¢
eigenvalues of 3 and by M the r x ¢ matrix of the corresponding eigenvectors, then:

B = MP'?

The estimates [z, A, \i/, fl, B can be shown to be consistent as n, T — oo. Under
assumptions Al and A2 this is proven in Forni et al. 2005 and, under slightly different
assumptions by Stock and Watson(2002), Bai and Ng(2003) and Giannone, Reichlin
and Sala(2003).

For unbalanced panels the parameters of the model, u, A, A, B,V are estimated
using data up to the last date when the balanced panel is available.

Then we reestimate the factors through the Kalman filter as outlined above in sec-
tion 3.1.11 Loosely speaking, the Kalman filter, computes the factors by weighting
the innovation content of each variable (zj 11 — Elx; 41|21, ..., 243 A, fl, B , \ff]) accord-
ingly to its news (the part driven by common shocks u;) to noise (the part driven by
components ;) ratio.

OFor any square matrix A, diag(A) is the matrix A with off-diagonal elements set equal to zero. In
estimating W, we estimate only the diagonal elements and set the off-diagonal elements to zero.

HNotice that the parameters A, A, ¥, B can reestimated by OLS on the new factors F, using the
implied second order moments which can be computed by running the Kalman smoother. This is one
step of the EM algorithm, hence by iterating until convergence, we obtain Maximum Likelihood esti-
mates under Gaussian assumptions. Such a procedure has been used by Engle and Watson (1981) and
Stock and Watson (1989) with an handful of time series to compute coincident and lagging indicators,
and by Quah and Sargent (2004) with a larger panel of time series. On the development of this idea
and some theoretical results, see Doz, Giannone, and Reichlin (2005).
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A.4 Estimation of the common factors: relation to Principal Compo-
nents and Weighted Principal Components

Notice that principal components and weighted principal components are a particular
case of the estimates of the common factors derived above. In fact, if we constrain
A=0and ¥ = % — iﬂiln =4I, then the Kalman filter is redundant since the factor
estimated with the Kalman filter step will be proportional to the principal components
estimates:

Ft = (’(EL« + A/A)ilf\ll‘t X V/Zt = Ft

However, if only A=0is imposed, then

Fr= (I + N TA) ATy,

so the estimated factors are proportional to the weighted principal components, i.e.
principal components on the weighted data U1/2y, 12

With both principal components and generalized principal components, the esti-
mates of the factors are computed by projecting only on the present observations and,
thus, the dynamic properties of the factors are not taken into account. In our case,
the Kalman filter performs the projection on present and past observations and, thus,
takes into consideration the dynamics of the factors and the degree of commonality of
each time series. However, when running the Kalman filter, we do not exploit the time
series and cross-sectional correlations of the idiosyncratic shocks which are treated as
uncorrelated both in time and in the cross section. Estimates are, however, still con-
sistent under the approximate factor structure (Assumption Al and A2), as shown in
Doz, Giannone, and Reichlin (2005).

A.5 Statistics for the Untransformed Data

In general, the measures of news and uncertainty in equations 3.10 and 3.12 apply to
measures of our data over which the model has been estimated: that is, they apply to
monthly data and to data that has been transformed so as to be stationary. Here we
derive such measures that apply to data expressed in ways more commonly used by
economists.

Series with native frequencies higher than monthly, such as financial and interest
rates, are aggregated to monthly frequencies by taking simple within-month averages.
And in general, to derive such measures from monthly variables, one or both of two
adjustments need to be made to the measures: 1) to adjust from the model’s monthly
forecasts to quarterly forecasts and 2) to adjust from stationary series to non-stationary
series. This issues are discussed below.

Case 1: Interpolations All the variables in our model are expressed as monthly
series; for example monthly growth rates and monthly inflation. Accordingly, the mea-
sures of NEWS and uncertainty derived above in the text apply to series of this fre-
quency. With most practitioners of monetary policy commonly interested in inflation

2Different versions of such an estimator were proposed by Boivin and Ng (2003), Forni and Reichlin
(2001), Forni, Hallin, Lippi, and Reichlin (2003).
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and growth at the quarterly frequency (in part because this is the highest frequency at
which real GDP and the GDP deflator are published), we transform our measures of
News and uncertainty to the quarterly frequency.
To set notation, the quarterly measure of variable z will be denoted, as in section,
2.1, by:
zZ, ke N.

As an example, consider the case of real GDP. Its quarterly growth rate, defined in
the first equation below, can be expressed in terms of the measure ¥,¢, over which the
model was estimated:

ZZ = (log(Ych + Yz,k—l + Yz,k—Z) - log(Yz,k—i’) + Yz,k—4 + Yz,k—B)) x 400

Since variables enter our model as three-month annualized growth rates,

Yok = (log(Yzx) — log(Y x—3)) x 400

Hence, we have:

2~ (Yo + Yz hm1 + Yz p—2)/3

where, as stressed above, we have defined the quarter by its last month
We aggregate the forecast accordingly:

/\q —_ ~ ~
Zk|v]- = Yz klv; + Yz, k—1lv; + Yz, k—2Jv;s

and derive the measure of “NEWS” in a analogous manner to that of equation 3.10.

For the construction of the corresponding uncertainty, we have to take into account
the autocorrelation between the extracted factors, which is summarized in the following
matrix:

Vol s—1|v;
Vap, : :
Vit Vol
Hence, uncertainty is given by:
VZy,, = B3] 410, —AyZ,Ak\Uj)Q | y1|vj,~';,yvj\vjj&/iaéa‘i’]
= (Hz,k|vj ® AZ)VQ\UJ- (Hz,k|v]- ® Az), + ?l)sz,k\qu;,km (A13)

— —

= Vqu,kth + ngz,klvj
where

Hz,k:|vj - [6z,k|vj ) 5z,k—1\vj ) 5z,k—2|vj]

Case 2: Going from Stationary to Non-Stationary Data For some variables,
economists are interested in measures of them that are not stationary. For example,
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the measure of GDP inflation used in this model is not stationary and was differenced
to yield a stationary series with which the model could be estimated. In particular,
GDP inflation enters the model as:

Ynt = A3m7ft =Tt — Tt-3
where m; = (log P, — log P;_12) x 100 and P; is the level of the GDP deflator. We are
interested in forecasting annual inflation at a quarterly frequency:

Wgzﬂk+77k_1+7rk_2, k=1,2,..

As described above in Generic Case 1, we can first change from monthly to quarterly
forecasts of the change of inflation:

Ty =Aln) = A3+ A3 4+ A3 Mg

Denoting the by AWZW the estimates made at time v;, our estimates for the level of
J
inflation are given by:

k
~¢ _ _q Agrd
7Tk|’l)j - 7r0|’U]' + XEA ﬂ-]lvj
Jj=

Uncertainty will be measured accordingly as:

Vﬂ—qkh)j = E[(,ﬁ-g|vj - Tg|v&)2 | xl"l}j? ) %’l}j‘l}j 7 A: A’ B’ \Ij]
= (Hw,k\vj ® Aﬂ')vsh)j (Hw,k\vj ® Aﬂ')/ + ¢7FH7r,k|vj H]

m,klv;

(A.14)

— —

= VXqﬂ',kh)j + ngﬂ',kh)j
where

H7r7k|vj = [57r,k\fuj- ) 67r,k:—1|v]-a ) 57r,k—s|v]-]

and s = k—wv;—[ where [ is the maximum delay for the release of m;, as defined in section
2. A similar treatment has been applied to recover the statistics for the unemployment
rate which is treated as non stationary and hence enter our model in differences.
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D Tables

Table 2a: Average Size of the news for GDP growth rate

Blocks vy first month (m=1) | second month (m=2) | third month (m=3)
Mixed 1 0.104 0.081 0.081
Industrial Production 0.527 0.427 0.531
Mixed 2 0.676 0.179 0.127
PPI 0.073 0.038 0.050
CPI 0.100 0.064 0.056
GDP and Income 0.042 0.030 0.071
Housing 0.006 0.006 0.009
Surveys 1 0.414 0.205 0.135
Initial Claims 0.087 0.136 0.058
Interest Rates 0.489 0.764 0.583
Financial 0.166 0.067 0.076
Surveys 2 0.256 0.167 0.112
Mixed 3 0.007 0.010 0.004
Money & Credit 0.040 0.040 0.037
Labor and Wages 0.362 0.241 0.244

Table 2b: Average Size of the news for GDP Deflator inflation

Blocks vy first month (m=1) | second month (m=2) | third month (m=3)
Mixed 1 0.002 0.001 0.001
Industrial Production 0.029 0.027 0.023
Mixed 2 0.033 0.009 0.015
PPI 0.032 0.016 0.018
CPI 0.040 0.017 0.017
GDP and Income 0.160 0.015 0.032
Housing 0.001 0.001 0.001
Surveys 1 0.028 0.016 0.012
Initial Claims 0.002 0.003 0.002
Interest Rates 0.003 0.014 0.019
Financial 0.035 0.031 0.021
Surveys 2 0.008 0.008 0.006
Mixed 3 0.000 0.001 0.000
Money & Credit 0.002 0.001 0.001
Labor and Wages 0.006 0.010 0.009
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Table 3a: Average uncertainty for GDP growth rate

first month (m=1)

second month (m=2)

third month (m=3)

Blocks total common total common total common
Labor and Wages 1.305 1.004 1.067 0.669 0.902 0.351
(0.027)  (0.027) | (0.019) (0.018) (0.013) (0.010)
Mixed 1 1.303 1.002 1.064 0.665 0.901 0.347
(0.027)  (0.027) | (0.019) (0.019) (0.013) (0.011)
Industrial Production | 1.290 0.985 1.043 0.631 0.888 0.311
(0.028)  (0.028) | (0.018) (0.017) (0.012) (0.009)
Mixed 2 1.219 0.890 0.997 0.550 0.873 0.265
(0.024)  (0.025) | (0.016) (0.016) (0.010) (0.007)
PPI 1.219 0.889 0.996 0.550 0.873 0.265
(0.024)  (0.026) | (0.016) (0.016) (0.010) (0.007)
CPI 1.219 0.889 0.996 0.549 0.872 0.264
(0.025)  (0.026) | (0.017) (0.017) (0.011) (0.007)
GDP and Income 1.218 0.889 0.995 0.548 0.872 0.263
(0.025)  (0.026) | (0.016) (0.016) (0.011) (0.007)
Housing 1.218 0.889 0.995 0.548 0.872 0.263
(0.025)  (0.026) | (0.016) (0.016) (0.011 (0.007)
Surveys 1 1.196 0.858 0.982 0.523 0.868 0.248
(0.024)  (0.024) | (0.016) (0.015) (0.011) (0.006)
Initial Claims 1.179 0.834 0.969 0.499 0.863 0.232
(0.028)  (0.030) | (0.016) (0.014) (0.011) (0.006)
Interest Rates 1.110 0.733 0.925 0.406 0.847 0.159
(0.022)  (0.022) | (0.013) (0.016) (0.011) (0.009)
Financial 1.106 0.727 0.922 0.400 0.846 0.156
(0.023)  (0.023) | (0.014) (0.015) (0.011) (0.009)
Surveys 2 1.096 0.712 0.916 0.387 0.844 0.147
(0.021)  (0.021) | (0.013) (0.012) (0.010) (0.006)
Mixed 3 1.096 0.712 0.916 0.386 0.844 0.147
(0.021)  (0.021) | (0.013) (0.012) (0.010) (0.006)
Money & Credit 1.095 0.711 0.916 0.386 0.844 0.146
(0.021)  (0.021) | (0.013) (0.012) (0.010) (0.006)
Labor and Wages 1.072 0.675 0.902 0.351 0.840 0.121
(0.020)  (0.019) | (0.012) (0.009) (0.009) (0.012)
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Table 3b: Average uncertainty for GDP deflators

first month (m=1)

second month (m=2)

third month (m=3)

Blocks total common total common total common
Labor and Wages 0.156 0.062 0.110 0.042 0.105 0.024
(0.007)  (0.009) | (0.005) (0.006) (0.004) (0.004)
Mixed 1 0.156 0.062 0.110 0.042 0.105 0.024
(0.007)  (0.009) | (0.005) (0.006) (0.004) (0.004)
Industrial Production | 0.155 0.061 0.109 0.041 0.104 0.023
(0.007)  (0.009) | (0.005) (0.006) (0.004) (0.004)
Mixed 2 0.154 0.056 0.108 0.037 0.104 0.019
(0.007)  (0.008) | (0.004) (0.005) (0.004) (0.003)
PPI 0.153 0.055 0.107 0.036 0.104 0.019
(0.007)  (0.008) | (0.004) (0.005) (0.004) (0.003)
CPI 0.153 0.055 0.107 0.035 0.103 0.018
(0.007)  (0.008) | (0.004) (0.005) (0.004) (0.003)
GDP and Income 0.115 0.054 0.107 0.035 0.103 0.018
(0.006)  (0.008) | (0.004) (0.005) (0.004) (0.003)
Housing 0.115 0.054 0.107 0.035 0.103 0.018
(0.006)  (0.008) | (0.004) (0.005) (0.004) (0.003)
Surveys 1 0.113 0.051 0.106 0.033 0.103 0.016
(0.006)  (0.007) | (0.004) (0.005) (0.004) (0.003)
Initial Claims 0.113 0.051 0.106 0.032 0.103 0.015
(0.006)  (0.007) | (0.004) (0.004) (0.003) (0.002)
Interest Rates 0.113 0.050 0.106 0.031 0.103 0.014
(0.005)  (0.007) | (0.004) (0.004) (0.003) (0.002)
Financial 0.109 0.042 0.104 0.024 0.102 0.010
(0.005)  (0.006) | (0.004) (0.003) (0.003) (0.001)
Surveys 2 0.109 0.041 0.104 0.024 0.102 0.010
(0.005)  (0.006) | (0.004) (0.003) (0.003) (0.001)
Mixed 3 0.109 0.041 0.104 0.024 0.102 0.010
(0.005)  (0.006) | (0.004) (0.003) (0.003) (0.001)
Money & Credit 0.109 0.041 0.104 0.024 0.102 0.010
(0.005)  (0.006) | (0.004) (0.003) (0.003) (0.001)
Labor and Wages 0.109 0.041 0.104 0.023 0.102 0.009
(0.005)  (0.006) | (0.004) (0.003) (0.003) (0.001)
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Table 4a: Uncertainty for GDP growth rate (04Q1) (counterfactual)
0= 04ml v = 04m2 v = 04m3
Blocks common total | common total | common total
no release 0.861 1.189 0.554 0.990 0.271 0.864
Mixed 1 0.784 1.135 0.488 0.954 0.230 0.852
Industrial Production 0.570 0.998 0.285 0.868 0.079 0.824
Mixed 2 0.733 1.100 0.446 0.933 0.205 0.845
PPI 0.837 1.172 0.536 0.980 0.261 0.860
CPI 0.820 1.159 0.522 0.972 0.253 0.858
GDP and Income 0.608 1.021 0.331 0.884 0.000 0.000
Housing 0.825 1.163 0.525 0.973 0.254 0.858
Surveys 1 0.734 1.101 0.446 0.934 0.204 0.845
Initial Claims 0.803 1.148 0.505 0.963 0.241 0.855
Financial 0.837 1.171 0.535 0.979 0.260 0.860
Interest Rates 0.715 1.088 0.422 0.922 0.184 0.840
Surveys 2 0.736 1.102 0.449 0.935 0.207 0.846
Mixed 3 0.750 1.111 0.456 0.938 0.209 0.846
Money & Credit 0.835 1.170 0.532 0.977 0.258 0.860
Labor and Wages 0.641 1.041 0.357 0.894 0.140 0.832

Table 4b: Uncertainty for GDP deflators (04Q1) (counterfactual)

v = 04ml v = 04m2 v = 04m3
Blocks common total | common total | common total
no release 0.055 0.110 0.035 0.101 0.018 0.097
Mixed 1 0.054 0.109 0.035 0.101 0.017 0.096
Industrial Production 0.043 0.104 0.025 0.098 0.011 0.096
Mixed 2 0.052 0.108 0.032 0.100 0.015 0.096
PPI 0.039 0.103 0.022 0.097 0.011 0.096
CPI 0.036 0.102 0.020 0.097 0.009 0.095
GDP and Income 0.040 0.103 0.023 0.098 0.000 0.000
Housing 0.053 0.109 0.034 0.101 0.017 0.096
Surveys 1 0.052 0.108 0.032 0.100 0.016 0.096
Initial Claims 0.055 0.109 0.035 0.101 0.017 0.096
Financial 0.041 0.103 0.024 0.098 0.012 0.096
Interest Rates 0.053 0.109 0.034 0.101 0.017 0.096
Surveys 2 0.052 0.108 0.032 0.100 0.015 0.096
Mixed 3 0.052 0.108 0.033 0.101 0.017 0.096
Money & Credit 0.054 0.109 0.034 0.101 0.017 0.096
Labor and Wages 0.049 0.107 0.030 0.100 0.014 0.096
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