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1 Introduction

We show that the response of banks’ net interest margin (NIM) to a monetary policy shock is state-dependent.

After a period of low Federal Funds rates, a contractionary monetary policy shock leads to a significant rise in NIM.

In contrast, after a period of high Federal Funds rates, a contractionary monetary policy shock leads to a fall in

NIM. The response of aggregate economic activity displays a similar state-dependency: real GDP, aggregate real

consumption, and real investment fall much more sharply when a contractionary policy occurs after a period of low

Federal Funds rates compared to a period of high Federal Funds rates.

We estimate that the cumulative effect of a monetary policy shock over three years after a prolonged period of

low interest rates is an increase in NIM-related bank profits of roughly 92 billion dollars, which equals 0.33 percent

of 2023 GDP. Suppose instead that the shock occurs after a prolonged period of high interest rates. Then, the

corresponding impact on NIM-related profits is a decrease of 98.3 billion dollars, which represents 0.35 percent of

2023 GDP. In sum, the counterparts of Commercial Banks save 191 billion dollars in net interest paid if the shock

occurs in the high state rather the low state. These savings represent 0.68 percent of 2023 GDP.

Suppose that bank profits accrue to people with a much lower marginal propensity to consume out of liquid

wealth than those who receive interest income from banks. Then, the contraction in aggregate demand should, other

things equal, be larger when a contractionary policy shock occurs after a prolonged period of low interest rates.

So, in an economy with nominal rigidities, state-dependence in NIMs creates state-dependence in the response of

aggregate economic activity to a monetary policy shock.

To explore this conjecture, we first develop a competitive banking model in which the fraction of households

that are attentive to deposit interest rates depends on the interest rate. This fraction varies over time because of

social dynamics arising from random encounters between attentive and inattentive households. Some inattentive

households become attentive after meeting attentive households, who are more likely to discuss interest rates when

these rates are high. Consequently, the number of attentive depositors increases with the interest rate, reducing

future bank profitability. In a competitive environment, this anticipated decline in future profitability must be offset

by higher current profitability, resulting in a wider spread between the Federal Funds rate and deposit rates and an

increase in banks’ NIM. This effect is particularly pronounced when interest rates are low because an increase in

rates reduces the present value of future profits more significantly when rates are low than when they are high. We

show that our partial equilibrium model accounts very well for the dynamic response of NIM to monetary policy

shocks after prolonged periods of high and low interest rates.

We embed our banking model in a DSGE model where the aggregate marginal propensity to consume out-of-

liquid wealth is high. In the model, state dependency in the response of deposit rates to a monetary policy shock

interacts with households who have a high marginal propensity to consume out-of-liquid wealth. The net result is

to induce state dependency in the way that monetary policy affects aggregate economic activity.

In reality, there are many types of households that have a high marginal propensity to consume out of liq-
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uid wealth. For example, many retired people derive a substantial part of their income from various types of

bonds. Other examples include wealthy hand-to-mouth people of the sort emphasized by Kaplan, Moll and Violante

(2018)[16], and low-income households who often face borrowing constraints (see, for example Bilbiie, (2020)[5],

Auclert, Rognlie and Straub (2024)[1] and DeBortoli and Gali (2024)[11] and the references therein).

Incorporating all of the sources of heterogeneity that have been stressed in the literature is beyond the scope

of this paper. Instead, we focus on a parsimonious TANK model. The first household group consists ’permanent

income’ consumers who are not credit-constrained. Changes in deposit interest rates have a small impact on the

consumption decisions of these households. The second household group consists of ‘hand-to mouth consumers’

who have a marginal propensity to consume equal to one.

To simplify, we assume that permanent income households are always attentive to interest rates on deposits.

Hand-to-mouth households can be attentive or inattentive to deposit interest rates, with changes in attention

determined by social dynamics.

Firms finance their wage and capital rental payments by borrowing from banks at the beginning of the period.

Households supply labor and deposit wage payments in banks at the beginning of the period. Similarly, capital

owners deposit their rents in banks at the beginning of the period. So, all households can increase consumption

when deposit interest rates rise. In other dimensions, the model is a simple variant of the DSGE model discussed

in Christiano, Eichenbaum, and Evans (2005)[8].

In this version of the paper, we present some preliminary findings about the quantitative properties of the DSGE

model to establish that it can account for the state dependency in aggregate economic activity stemming fom state

dependency in the response of NIM to monetary policy shocks. Going forward we intend to estimate the model

parameters using Bayesian estimation methods as in Christiano, Trabandt, and Walentin (2011)[10] and Christiano,

Eichenbaum and Trabandt (2016)[9].

The paper is organized as follows. Section 2 discusses briefly how our paper contributes to the literature. Section

3 discusses our data and empirical results. Our partial equilibrium banking model is discussed in Section 4. Section

5 presents our DSGE model. Section 6 contains brief concluding remarks.

2 Literature review

Our paper contributes to three important strands of literature. The first is a large empirical and theoretical literature

on the role of banks in the monetary transmission mechanism which includes work by Cúrdia and Woodford (2010),

Driscoll and Judson (2013) [12], Piazzesi, Rogers, and Schneider (2019), Bianchi and Bigio (2021), Greenwald et

al. (2023)[14]. Our work is particularly related to a strand of the literature that emphasizes the deposit chenner

of monetary policy and the cyclical properties of NIM, see for example Drechsler, Savov, and Schnabl (2017, 2018,

2019) and Begenau and Stafford (2022a) and Begenau, and Stafford (2022b). Our paper makes two significant

contributions to this body of work. First, we show that the responses to monetary policy shocks of NIM, deposit
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interest rate spreads, and key macroeconomic aggregates are state-dependent. Second, we propose a model that is

consistent with this state dependence.

The second strand of literature explores the marginal propensity to consume out of liquid wealth and its macroe-

conomic implications in models with heterogeneous agents. Key papers in this area include Johnson, Parker, and

Souleles (2006), Parker, Souleles, Johnson, and McClelland (2013), Jappelli and Pistaferri (2014), Kaplan and Vi-

olante (2014), Kueng (2018), Auclert, Rognlie, and Straub (2018), Ganong et al. (2020), Fagereng, Holm, and

Natvik (2021). Our contribution is to incorporate social dynamics into a simple TANK model and show that these

dynamics can create state-dependent responses of banking variables to monetary policy shocks.

The third related line of research is work on social dynamics which emphasizes the importance of social in-

teractions in changing people’s expectations. This body of work includes papers by Carroll (2003) and Burnside,

Eichenbaum, and Rebelo (2016). See Carroll and Wang (2023) for an excellent survey. Relative to this literature,

we show that social dynamics can be a fruitful way to model changes in inattention.

3 Data

Our empirical analysis uses detailed data from the Consolidated Reports of Condition and Income (Call Reports)

obtained from the FDIC1. These reports are filed quarterly by all national banks, state-member banks, insured state-

nonmember banks, and savings associations. For each financial institution, we obtain data on the following variables

from the call reports: total outstanding assets, total income, total outstanding loans, total loan income, total

outstanding liabilities, total expenses, total outstanding deposits, total deposits expense, outstanding transaction

deposits, transaction deposits expense, outstanding saving deposits, saving deposits expense, outstanding time

deposits, time deposit expenses, outstanding foreign deposits, and foreign deposit expense.

Using these data, we construct the following variables: the ratio of total loans to total assets, the ratio of total

deposits to total liabilities, the ratio of transaction deposits to total liabilities, the ratio of saving deposits to total

liabilities, the ratio of time deposits to total liabilities and the ratio of foreign deposits to total liabilities. In addition

we construct data on (i) the quarterly interest income rate on assets, measured as the ratio of total interest earned

to total outstanding assets, (ii) the average interest expense rate on liabilities, measured as the ratio of total interest

expense to total outstanding liabilities, (iii) the average loan interest income rate, measured as the ratio of total

interest income from loans to total outstanding loans, (iv) the total deposit expense rate, measured as the ratio

of total interest expense on deposits to total outstanding deposits, (v) the total transaction deposit expense rate,

measured as the ratio of total interest expense on transaction deposits to total outstanding transaction deposits,

(vi) the total saving deposit expense rate, measured as the ratio of total interest expense on saving deposits to total

outstanding saving deposits, (vii) the total time deposit expense rate, measured as the ratio of total interest expense

on time deposits to total outstanding time deposits, and (viii) the total foreign deposit expense rate, measured as
1See FDIC Website
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the ratio of total interest expense on foreign deposits to total outstanding foreign deposits.

We compute two measures of net interest margin: (i) core NIM, computed as the difference between the average

loan interest income rate and the average deposit interest expense rate, and (ii) overall NIM, computed as the

difference between the average interest income rate and the average interest expense rate computed above. Our

empirical analysis uses this data aggregated at the national level. To assess robustness, we re-do our analyses using

data from only the 50 largest financial institutions. In all cases, we use quarterly data from 1985:1 to 2019:4. We

chose this end date to abstract from the effects of COVID-19.

We obtain the following aggregate variables from FRED: Real GDP (GDPC1), Real Personal Consumption

Expenditure (PCCE96) and Prices (PCEPI), Real Gross Private Domestic Investments (GPDIC1), Real Durables

Consumption (DDURRA3Q086SBEA), Real Non-Durable Consumption (DNDGRA3Q086SBEA), Real Services

Consumption (DSERRA3Q086SBEA), S&P500 index (SP500), the Federal Funds Rate (FEDFUNDS), 1 Year

Treasury Yield (GS1), 2 Years Treasury Yield (GS2), 10 Years Treasury Yield (GS10), the 15-Year Fixed Rate

Mortgage Average (MORTGAGE15US). We obtain the updated excess-bond premium time series from the Federal

Reserve Board2.

We use two measures of exogenous shocks to monetary policy. The first measure is constructed by Bauer and

Swanson (2022)[3], who use high-frequency movements in the one, two, three, and four-month ahead Eurodollar

futures contracts (ED1–ED4) in a 30-minute window of time around Federal Open Market Committee (FOMC)

announcements.3 Bauer and Swanson orthogonalize these movements to variables summarizing the information set

available to financial markets before the FOMC announcement: a measure of the surprise component of the most

recent non-farm payrolls release (as measured by the deviation of the actual outcome from the consensus forecast),

employment growth over the last year, the log change in the Standard & Poor’s 500 index (S&P 500) from 3 months

before to the day before the FOMC announcement, the change in the yield curve slope over the same period, the log

change in a commodity price index over the same period, and the option-implied skewness of the 10-year Treasury

yield from Bauer and Chernov (2024)[2]. For convenience, we refer to this measure of a monetary policy shock as

the ‘Bauer-Swanson shock measure.’

Our second measure of a shock to monetary policy is based on a recursive-style identification assumption of the

type used in Bernanke and Mihov (1998)[4] and Christiano et al. (1999)[7], amongst others. In particular, we identify

a time t shock to monetary policy as the residual in a regression of the federal funds rate on contemporaneous and

four lags of lagged Real GDP, the PCE price index, and four lags of the Excess Bond Premium.4 For convenience,

we refer to this measure of a monetary policy shock as the ‘recursive shock measure.’
2See FRB Updated Excess Bond Premium data.
3Bauer and Swanson (2022)[3] follows Nakamura and Steinsson (2018)[17] and use the first principal component of the changes in

ED1–ED4 around FOMC announcements rescaled so that a one-unit change in the principal component corresponds to a 1 percentage
point change in the ED4 rate.

4See Caldara and Herbst (2019) for the importance of controlling for the lagged values of the excess bond premium.
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4 Empirical results

In this section, we investigate the state-dependent nature of how monetary policy affects loan rates, deposit rates,

net interest rate margins, and aggregate economic activity. The key state variable in our analysis is whether policy

interest rates were ‘high’ or ‘low’ before the monetary policy shock. We measure that state using an indicator

variable that takes on the value one when the average level of FFR in the previous six quarters is higher than a

threshold value of R̄ equal to 4%. The average value of the FFR is 1.47% (5.61%) when the average of the previous

six quarters’ FFR is less (greater) than 4.0%. 5

4.1 Estimating the state-dependent response of outcome variables to a monetary
policy shock

We consider the following local projection equation:

Yt+h = ↵h+�0,hMPt+�1,hI{MA(R)>R̄}+�2,hMPt⇥I{MA(R)>R̄}+Ah(L)Yt+Bh(L)MPt+Ch(L)Zt+"t. h = 1, ....H.

(1)

Here, Yt+h is the time t+ h value of the variable of interest, i.e., one of our financial outcome variables, aggregate

real activity indicators, or a measure of inflation. The variable MPt denotes the time t value of the monetary policy

shock. The variable I{MA(R)>R̄} is an indicator variable that is equal to one when the average level of FFR across

the last six quarters is higher than R̄ = 4% and zero otherwise. We refer to the state whenI{Rt�1,t�6>R̄} = 1 as the

‘high’ state and the state when I{Rt�1,t�6>R̄} = 0 as the ‘low’ state.

As is common in the literature, we include other control variables in the local projection (see, for example, Bauer

and Swanson (2023)). The variables Ah(L)Yt and Bh(L)MPt denote the values of Y t�j andMPt�j ,j = 1, 2, 3, 4.

Since Zt includes real GDP, consumption, investment, or the excess bond premium, Ah(L) = 0 is superfluous

when these are the outcome variables.The variable Ch(L)Zt denotes a vector lag polynomial of additional controls:

contemporaneous and four lags of real GDP, PCE prices, investment and consumption, four lags of the excess bond

premium, and the yield curve slope. Finally, "t denotes the time t regression error.

The coefficient �0,h measures the effect of a monetary policy shock on Yt+h in the low state, i.e., when the

average level of the time t federal funds rate, FFRt , across the last six quarters, is lower than R̄ = 4%. The

coefficient �1,h captures the fixed effect of a high average value of past interest. The coefficient �2,h measures the

differential effect of a monetary policy shock on Yt+h in the high state, i.e., when the average value of FFRt in

the last six quarters is higher than R̄ = 4. The sum �0,h + �2,h provides the total response of Yt+h to a monetary

policy shock, conditional on the shock occurring in the high state, i.e., when I{Rt�1,t�6>R̄} = 1.

In the following subsections, we summarize our results by plotting the benchmark-effect sequence �b = {�0,h}Hh=0

5With a threshold value of R̄, there are an approximately equal number of observations when I{MA(R)>R̄} = 0, and I{MA(R)>R̄} = 1
if we exclude observations when the ZLB is binding. We control for a binding ZLB using a dummy variable that takes on the value 1
when FFR is lower than 50 basis point and zero otherwise. In practice we found that our results were not significantly affected if we
set R̄ to values slightly higher (4.50) or lower (3.50) than 4%.
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and the total-effect sequence �T = {�0,h + �j,h}Hh=0, j = 1, 2 with 68% and 90% confidence bands.6

4.2 The Federal Funds Rate and Financial Variables

In this subsection, we investigate the state-dependent effects of a monetary policy shock on the federal funds rates

and financial variables. We report the results of estimating regression (1) in which the dependent variable is either

the log of FFR, NIM, the deposit expense rate, loan expense rate, Core NIM, the time deposit rate minus the saving

deposit rate, and time deposits as a fraction of saving deposits.

The results are organized in two panels of four columns for each variable of interest. Panels A and B contain the

results obtained using the recursive shock and Bauer-Swanson shock measure, respectively. The size of the policy

shock is normalized to induce an initial rise of 100 basis points (on an annualized basis) in FFR.

The first column in each panel reports the sequence �0 = {�0,h}Hh=0 estimated in a version of the regression (1)

where {�1,h,�2,h}Hh=0are both restricted to zero. These estimates represent the benchmark impulse response when

we do not allow for state dependence. The second column in each panel reports the sequence �0 = {�0,h}Hh=0 which

corresponds to the impulse response of the outcome variable to a monetary policy shock in the low state. The third

column in each panel reports the estimated impulse response sequence �H = {�0,h + �2,h}Hh=0 to a monetary policy

shock in the high state. Finally, the fourth column of each panel reports our estimate of �Diff = {�2,h}Hh=0. That

sequence corresponds to the estimated difference in the impulse response function to a monetary policy shock that

occurs in high and low states.

Figure 1 reports our results for FFR. Two key results are worth noting. First, for both shock measures, a

contractionary monetary policy shock induces a persistent increase in the federal funds rate for roughly two years.

Second, there is relatively little evidence of state dependence in the response of the federal funds rate. These results

are robust to which of the shock measures that we use.

Figure 2 reports our results for NIM. Three results emerge. First, if we do not allow for state dependence, NIM

falls by a modest amount after a contractionary monetary policy shock. The fall is not statistically significant for

the recursive shock measure but is statistically significant for the Bauer-Swanson shock measure. Second, once we

allow for state dependence, a different pattern emerges. The second column shows that a contractionary policy

shock (however measured) in the low state induces a significant and persistent rise in NIM, with the maximal rise

roughly equal to 20 to 23 basis points, depending on the shock measure. In contrast, the third column shows that

for both shock measures, a policy shock in the high state causes a significant and persistent fall in NIM, with the

maximal decline roughly equal to about 15 or 21 basis points, depending on the shock measure. Third, the fourth

column shows that the difference in NIM’s response when the shock occurs in the low and high states is statistically

significant for both shock measures.
6Confidence Intervals are constructed assuming zero correlation between �0,hand �2,h.
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Federal Funds Rate (FFR)

Figure 1: Federal Funds Rate, response to a monetary policy shock

Panel A: Choleski-style Identification

No State-Dependence

(a) Baseline Response

Allowing for State Dependence

(b) Response in low rate state(c) Response in high rate state(d) Difference, low vs high
state

Panel B: High Frequency Bauer and Swanson (2023) Identification

No State-Dependence

(e) Baseline Response

Allowing for State Dependence

(f) Response in low rate state (g) Response in high rate state (h) Difference Low vs High

Note: Solid Lines in the first three columns depict point estimates of the response of Federal Funds Rate to a 100 b.p.
contractionary shock to monetary policy. Shaded areas depict 68% (darker) and 95% (lighter) confidence intervals. The
solid line in the fourth column depict the difference between the point estimates in the third and second columns. The
shaded areas depict the 68% (darker) and 95% (lighter) confidence intervals.
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Net Interest Margin

Figure 2: Net Interest Margin, response to a monetary policy shock

Panel A: Choleski-style Identification

No State-Dependence

(a) Baseline Response

Allowing for State Dependence

(b) Response in low rate state(c) Response in high rate state(d) Difference, low vs high
state

Panel B: High Frequency Bauer and Swanson (2023) Identification

No State-Dependence

(e) Baseline Response

Allowing for State Dependence

(f) Response in low rate state (g) Response in high rate state (h) Difference Low vs High

Note: Solid Lines in the first three columns depict point estimates of the response of Net Interest Margin to a 100 b.p.
contractionary shock to monetary policy. Shaded areas depict 68% (darker) and 95% (lighter) confidence intervals. The
solid line in the fourth column depict the difference between the point estimates in the third and second columns. The
shaded areas depict the 68% (darker) and 95% (lighter) confidence intervals.

Figure 3 shows how core NIM (the difference between the average loan interest income rate and the average deposit

interest expense rate) responds to a monetary policy shock. Columns 2 and 3 show that for both shock measures,

core NIM rises when the shock occurs in the low state but falls when the shock occurs in the high state. The peak

rises roughly 20 to 28 basis points, depending on the shock measure. The peak declines are roughly 17 and 21

basis points, depending on the shock measure. Column 4 shows that the difference between the response rates is

negative. In all cases, these effects are statistically significant.
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Core Net Interest Margin

Figure 3: Core Net Interest Margin, response to a monetary policy shock

Panel A: Choleski-style Identification

No State-Dependence

(a) Baseline Response

Allowing for State Dependence

(b) Response in low rate state(c) Response in high rate state(d) Difference, low vs high
state

Panel B: High Frequency Bauer and Swanson (2023) Identification

No State-Dependence

(e) Baseline Response

Allowing for State Dependence

(f) Response in low rate state (g) Response in high rate state (h) Difference Low vs High

Note: Solid Lines in the first three columns depict point estimates of the response of Core Net Interest Margin to a 100
b.p. contractionary shock to monetary policy. Shaded areas depict 68% (darker) and 95% (lighter) confidence intervals.
The solid line in the fourth column depict the difference between the point estimates in the third and second columns.
The shaded areas depict the 68% (darker) and 95% (lighter) confidence intervals.

We now turn to an analysis of the underlying determinants of the response of core NIM to a monetary policy

shock. Figures 4 and 5 report results for the deposit expense rate and the loan income rate. Note that regardless

of whether we are in the low or the high state, a contractionary policy shock (however measured) induces a rise in

these rates(see columns 2 and 3 of Figure 4 and 5). The rise in both rates is smaller when the policy shock occurs

in the low state than when the shock occurs in the high state (see column 4). The statistical significance of the

difference depends on which rate and shock measure we consider. Passthrough is neither immediate nor complete

for the loan or deposit interest rate. The deposit interest rate tends to react more in the high state than the low

state. However, the difference is only significant with the Bauer and Swanson shock measure. In contrast, the

difference between the response of the loan interest rate in the high and low state is not statistically different for
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either shock measure.

Deposit Expense Rate

Figure 4: Deposit Expense Rate, response to a monetary policy shock

Panel A: Choleski-style Identification

No State-Dependence

(a) Baseline Response

Allowing for State Dependence

(b) Response in low rate state(c) Response in high rate state(d) Difference, low vs high
state

Panel B: High Frequency Bauer and Swanson (2023) Identification

No State-Dependence

(e) Baseline Response

Allowing for State Dependence

(f) Response in low rate state (g) Response in high rate state (h) Difference Low vs High

Note: Solid Lines in the first three columns depict point estimates of the response of Deposit Expense Rate to a 100 b.p.
contractionary shock to monetary policy. Shaded areas depict 68% (darker) and 95% (lighter) confidence intervals. The
solid line in the fourth column depict the difference between the point estimates in the third and second columns. The
shaded areas depict the 68% (darker) and 95% (lighter) confidence intervals.
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Loan Income Rate

Figure 5: Loan Income Rate, response to a monetary policy shock

Panel A: Choleski-style Identification

No State-Dependence

(a) Baseline Response

Allowing for State Dependence

(b) Response in low rate state(c) Response in high rate state(d) Difference, low vs high
state

Panel B: High Frequency Bauer and Swanson (2023) Identification

No State-Dependence

(e) Baseline Response

Allowing for State Dependence

(f) Response in low rate state (g) Response in high rate state (h) Difference Low vs High

Note: Solid Lines in the first three columns depict point estimates of the response of Loan Income Rate to a 100 b.p.
contractionary shock to monetary policy. Shaded areas depict 68% (darker) and 95% (lighter) confidence intervals. The
solid line in the fourth column depict the difference between the point estimates in the third and second columns. The
shaded areas depict the 68% (darker) and 95% (lighter) confidence intervals.

We now decompose the movements in Core NIM into intensive and extensive margins. By the former, we mean

changes in the interest rates on savings and time deposits. By the latter, we mean changes in the ratio of time

deposits to saving deposits.

The spread between the interest rate on time and savings deposits also rises but somewhat less dramatically

(see Figure 6). So, movements in the intensive margin play a role in moving Core NIM.
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Time Deposits rate minus Saving Deposit Rate

Figure 6: Time Deposit Rate minus Saving Deposit Rate, response to a monetary policy

shock

Panel A: Choleski-style Identification

No State-Dependence

(a) Baseline Response

Allowing for State Dependence

(b) Response in low rate state(c) Response in high rate state(d) Difference, low vs high
state

Panel B: High Frequency Bauer and Swanson (2023) Identification

No State-Dependence

(e) Baseline Response

Allowing for State Dependence

(f) Response in low rate state (g) Response in high rate state (h) Difference Low vs High

Note: Solid Lines in the first three columns depict point estimates of the response of Time Deposits rate minus Saving
Deposit Rates to a 100 b.p. contractionary shock to monetary policy. Shaded areas depict 68% (darker) and 95% (lighter)
confidence intervals. The solid line in the fourth column depict the difference between the point estimates in the third and
second columns. The shaded areas depict the 68% (darker) and 95% (lighter) confidence intervals.

The extensive margin plays a larger role than the intensive margin in moving Core NIM. Figures 7 show that a

contractionary monetary policy shock induces a switch from savings deposits to time deposits. The point estimates

of movements along the intensive and extensive are consistent with state dependence, with the statistical significance

varying by the shock measure. Overall, there is less evidence of state dependence on the extensive margin than the

intensive margin. However, the fact that the extensive margin moves when the interest rate rises exacerbates the

impact of state dependence in the intensive margin on the response of core NIM to a policy shock.
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Time Deposits as a fraction of Saving Deposits

Figure 7: Time Deposits as a fraction of Saving Deposits (Outstanding Amounts), re-

sponse to a monetary policy shock

Panel A: Choleski-style Identification

No State-Dependence

(a) Baseline Response

Allowing for State Dependence

(b) Response in low rate state(c) Response in high rate state(d) Difference, low vs high
state

Panel B: High Frequency Bauer and Swanson (2023) Identification

No State-Dependence

(e) Baseline Response

Allowing for State Dependence

(f) Response in low rate state (g) Response in high rate state (h) Difference Low vs High

Note: Solid Lines in the first three columns depict point estimates of the response of Time Deposits as a fraction of
Saving Deposits (Outstanding Amounts) to a 100 b.p. contractionary shock to monetary policy. Shaded areas depict 68%
(darker) and 95% (lighter) confidence intervals. The solid line in the fourth column depict the difference between the
point estimates in the third and second columns. The shaded areas depict the 68% (darker) and 95% (lighter) confidence
intervals.

4.3 Aggregate Economic Activity and Inflation

In this subsection, we investigate the state-dependent effects of a monetary policy shock on aggregate economic

activity and inflation. We report the results of estimating regression (1) in which the dependent variable is either

the log of the log Real GDP, log Consumption, log Investment, and the log of the inflation rate. Figures 8 - 11 are

organized in the same way as Figures 1 - 7.
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Real GDP

Figure 8: Real Gross Domestic Product, response to a monetary policy shock

Panel A: Choleski-style Identification

No State-Dependence

(a) Baseline Response

Allowing for State Dependence

(b) Response in low rate state (c) Response in high rate state (d) Difference, low vs high state

Panel B: High Frequency Bauer and Swanson (2023) Identification

No State-Dependence

(e) Baseline Response

Allowing for State Dependence

(f) Response in low rate state (g) Response in high rate state (h) Difference Low vs High

Note: Solid Lines in the first three columns depict point estimates of the response of Real GDP to a 100 b.p. contractionary
shock to monetary policy. Shaded areas depict 68% (darker) and 95% (lighter) confidence intervals. The solid line in the
fourth column depict the difference between the point estimates in the third and second columns. The shaded areas depict
the 68% (darker) and 95% (lighter) confidence intervals.

Figure 8 shows that the response of real GDP to a contractionary monetary policy shock exhibits strong state

dependence. There are three key results. First, for both shock measures, a contractionary monetary policy shock

induces a persistent decrease in real GDP for roughly two years. Interestingly, the decline is larger when we work

with the Bauer and Swanson shock measure. Second, there is strong evidence of state dependence in the response

of the real GDP. Specifically, the decline in real GDP is larger when the shock occurs in the low state than when

the shock occurs in the high state. Third, the difference in real GDP’s response when the shock occurs in the low

and high states is statistically significant for both shock measures. Figures 9 and 10 show that the same findings

14



hold for real consumption and investment.

Real Consumption

Figure 9: Real Personal Consumption Expenditure, response to a monetary policy shock

Panel A: Choleski-style Identification

No State-Dependence

(a) Baseline Response

Allowing for State Dependence

(b) Response in low rate state (c) Response in high rate state (d) Difference, low vs high state

Panel B: High Frequency Bauer and Swanson (2023) Identification

No State-Dependence

(e) Baseline Response

Allowing for State Dependence

(f) Response in low rate state (g) Response in high rate state (h) Difference Low vs High

Note: Solid Lines in the first three columns depict point estimates of the response of Real Consumption to a 100 b.p.
contractionary shock to monetary policy. Shaded areas depict 68% (darker) and 95% (lighter) confidence intervals. The
solid line in the fourth column depict the difference between the point estimates in the third and second columns. The
shaded areas depict the 68% (darker) and 95% (lighter) confidence intervals.
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Real Investment

Figure 10: Real Private Investment, response to a monetary policy shock

Panel A: Choleski-style Identification

No State-Dependence

(a) Baseline Response

Allowing for State Dependence

(b) Response in low rate state (c) Response in high rate state (d) Difference, low vs high state

Panel B: High Frequency Bauer and Swanson (2023) Identification

No State-Dependence

(e) Baseline Response

Allowing for State Dependence

(f) Response in low rate state (g) Response in high rate state (h) Difference Low vs High

Note: Solid Lines in the first three columns depict point estimates of the response of Real Investment to a 100 b.p.
contractionary shock to monetary policy. Shaded areas depict 68% (darker) and 95% (lighter) confidence intervals. The
solid line in the fourth column depict the difference between the point estimates in the third and second columns. The
shaded areas depict the 68% (darker) and 95% (lighter) confidence intervals.

Figure 11 displays the effect of the policy shock measures on the log of the personal consumption expenditures

price index. Interestingly, there is no evidence that the response of this variable is state-dependent. Regardless of

whether the the shock occurs in the low or the high state, a contractionary does not induce a statistically significant

change in the price level.
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Log of PCE Prices

Figure 11: Log of PCE prices, response to a monetary policy shock

Panel A: Choleski-style Identification

No State-Dependence

(a) Baseline Response

Allowing for State Dependence

(b) Response in low rate state(c) Response in high rate state(d) Difference, low vs high
state

Panel B: High Frequency Bauer and Swanson (2023) Identification

No State-Dependence

(e) Baseline Response

Allowing for State Dependence

(f) Response in low rate state (g) Response in high rate state (h) Difference Low vs High

Note: Solid Lines in the first three columns depict point estimates of the response of log of Personal Consumption
Expenditure Price Index (PCEPI) to a 100 b.p. contractionary shock to monetary policy. Shaded areas depict 68%
(darker) and 95% (lighter) confidence intervals. The solid line in the fourth column depict the difference between the
point estimates in the third and second columns. The shaded areas depict the 68% (darker) and 95% (lighter) confidence
intervals.
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In sum, for both shock measures, the response of aggregate economic activity and inflation to a contractionary

monetary policy shock is consistent with the conventional view. The shock induces persistent declines in real GDP,

consumption, and investment. It does not cause a statistically significant decline in the aggregate price level. In

contrast to the conventional view, the effect of a monetary policy shock is state-dependent. It induces a substantially

larger decline in economic activity after a period of low policy rates. This state-dependent effect parallels our findings

about state dependence in the response of NIM and associated financial indicators to a contractionary monetary

policy shock.

4.4 Connecting the financial variable and economic activity results

It is useful to quantify the differential impact of a monetary policy shock on NIM in the high and low-interest-rate

states. Suppose we begin in the low-interest-rate state. Then, the cumulative effect of the recursive and Bauer

and Swanson monetary policy shock over three years is an increase in NIM-related bank profits (the change in

NIM times Commercial Banks’ total bank assets) of roughly 95 and 92 billion dollars, respectively. These increases

amount to 0.34% and 0.33% of 2023 GDP. Suppose instead that the shock occurs in the high-interest-rate state.

Then, the corresponding impact on NIM-related profits is a decrease of 64 and 98 billion dollars, depending on the

shock measure, which amounts to 0.23% and 0.35% of 2023 GDP. In sum, Commercial Banks’ counterparts save 15

and 191 billion dollars in net interest paid if the shock occurs in the high state rather the low state. These savings

correspond to 0.57% or 0.68% of 2023 GDP.

Suppose that bank profits accrue to people with a much lower marginal propensity to consume out of liquid

wealth than those who receive interest income from banks. Then, the contraction in aggregate demand should,

other things equal, be larger when a contractionary policy shock occurs in the low state. We explore this conjecture

in two parts. In section 4, we construct a partial equilibrium banking model to account for our main NIM results.

In section 5, we embed the banking model in a medium-scale TANK model to account for the state-dependent

effects of a monetary policy shock on aggregate economic activity.

5 Partial Equilibrium Model

In this section, we study a simple competitive banking model that accounts for the key empirical facts about the

effect of a monetary policy shock on the financial variables discussed in the previous section.

In the first subsection, we study a model that does not allow for social dynamics. The key features of this model

are that (i) some households are attentive and others are inattentive to the interest rate they earn on bank deposits,

and (ii) banks recognize this variation and consider it when valuing household deposits. We adopt a matching

framework in which competitive banks invest resources to attract attentive and inattentive households. In the

second subsection, we study the social dynamics that govern changes in the fraction of attentive and inattentive

households. In the third subsection, we incorporate these social dynamics into our banking model.
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5.1 A simple competitive banking model
5.1.1 Deposits

The economy has two types of households. The first group is attentive to the interest rates they earn on bank

deposits. The second group is inattentive to the interest rates offered by banks. The first and second groups

represent a fraction at and it of the population, respectively, where

at + it = 1.

For simplicity, we assume that each household has one dollar of deposits.

There is a continuum of banks with measure one. Every period, a fraction � of dollar deposits leave their bank

due to exogenous factors. So, there are �at and �it dollars belonging to attentive and inattentive customers seeking

a new bank at time t. We assume that � 2 (0, 1).

Banks can identify which depositors are attentive and inattentive and can invest resources to attract the two

types of depositors. It costs ⌧jvj dollars to attract vj dollars of type j deposits, j =a, i. It is natural to assume that

it is more costly to attract inattentive depositors than attentive ones, i.e., ⌧i > ⌧a. The reason is that inattentive

depositors are less likely to notice bank offers.

Matches, mat, between banks and deposits of attentive households form according to the technology,

mat = µ (�at)
↵
v
1�↵

at
,

where µ > 0, and ↵ 2 (0, 1). The matching function for deposits belonging to inattentive customers is,

mit = µ (�it)
↵
v
1�↵

it
.

The probability that a bank receives one dollar of deposits belonging to an attentive or inattentive household is

µ (�at)
↵
v
1�↵

at
/vat and µ (�it)

↵
v
1�↵

it
/vit, respectively.

We suppose that in equilibrium, all deposits find a match so that,

vat = �at and vit=�it. (2)

To simplify our analysis, we assume that deposit markets are perfectly competitive. The time t gross interest

on deposits owned by attentive and inattentive customers is Rat and Rit, respectively.

5.1.2 Loans and the value of deposits

The monetary authority sets the policy rate, Rt, which coincides with the inter-bank borrowing and lending rate.

We think of Rt as the gross Federal Funds rate. Banks extend loans to firms to meet their working capital needs.

The marginal cost of lending one dollar is constant and equal to "
l. Since banks are perfectly competitive, the

equilibrium lending rate, Rl
, is

R
l = R+ "

l. (3)
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The value to a bank of a dollar deposit from an attentive household is

Va,t = Rt �Rat +
1� �

Rt

Va,t+1. (4)

Here Rat is the gross interest rate banks pay to attentive depositors, and Rt � Rat is the time t spread or profit

per dollar of deposits owned by an attentive household that banks earn. The continuation value of the dollar of

deposits, Va,t+1, is discounted at rate Rt and multiplied by (1� �) to account for the fraction � of depositors that

leave the bank.

The value to a bank of a dollar deposit from an inattentive household is

Vi,t = Rt �Rit +
1� �

Rt

Vi,t+1. (5)

Here Rit is the gross interest rate banks pay to inattentive depositors, and Rt � Rit is the spread on a dollar

of deposits owned by an inattentive customer. The logic underlying this expression (5) is analogous to the one

underlying (4)

The zero profit condition implies that, in equilibrium, the cost of attracting a dollar belonging to an attentive or

inattentive depositor equals the probability of obtaining that dollar of deposit multiplied by its value to the bank,

⌧a,t =
µ (�at)

↵
v
1�↵

at

vat
Va,t,

⌧i,t =
µ (�it)

↵
v
1�↵

it

vit
Vi,t.

In conjunction with (2), these conditions imply,

⌧a = µVa,t and ⌧i = µVi,t. (6)

If Rt is constant over time, then the value of a dollar of deposits belonging to attentive and inattentive households

is given by,

Va =
R

R+ � � 1
(R�Ra) ,

Vi =
R

R+ � � 1
(R�Ri) .

Using the equilibrium conditions (6), we obtain the following expressions for interest rate spreads,

R�Ra =
⌧a

µ

✓
1� 1� �

R

◆
, (7)
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R�Ri =
⌧i

µ

✓
1� 1� �

R

◆
. (8)

These spreads have three properties worth highlighting. First, the spreads increase with R,

d (R�Rj)

dR
=
⌧j

µ
(1� �)R�2

.

The intuition is as follows. Future profits are discounted by R. When R rises, the present value of the future profits

from a deposit decreases. Since banks earn zero profits in equilibrium, current spreads must increase to compensate

for this discounting effect. We refer to this effect as the present-value effect. Second, in response to a change in

R, interest rate spreads increase more when interest rates are low than when interest rates are high. To illustrate

this effect in a simple way, consider an annuity that pays y in every period. The present value of this annuity is

y/R. The change in this present value when R rises is �R
�2

y, which is lower when R is high. Third, since ⌧i > ⌧a,

when R rises, the spread earned by the bank on deposits owned by inattentive households increases more than the

corresponding spread for attentive depositors. So, attentive depositors benefit more from a rise in the Federal Funds

rate than inattentive ones.

The bank’s net interest margin (nimt) is given by,

nimt = Rt + "
l � atRat � itRit, or

nimt = "
l + at (Rt �Rat) + it (Rt �Rit) .

Using the expressions for interest rate spreads in steady state, (7)-(8), we obtain,

nim = "
l +

⌧i � at (⌧i � ⌧a)

µ

✓
1� 1� �

R

◆
. (9)

Equation (9) has two key implications. First, nimt decreases with the fraction of attentive households in the

economy. The reason is that the interest rate spread earned by banks is lower for attentive households. Second,

higher interest rates increase nim. This result is based on the present-value effect: current spreads rise to offset a

higher discount rate on future bank profits.

5.2 Social dynamics

We now consider changes in the fraction of households that is inattentive that arise from social interactions between

attentive and inattentive households. We assume that these meetings are random. Inattentive households can

become attentive when they interact with attentive households. Critically, the rate at which these switches in the

state of attentiveness occur is an increasing function of the policy interest rate.
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The laws of motion for the number of attentive and inattentive households is given by:

at+1 = at(1� a) + !(Rt)atit + iit (10)

and

it+1 = it(1� i)� !(Rt)atit + aat (11)

There are two types of transitions between attention states. The first type is exogenous. A fraction a of

attentive households become inattentive, and a fraction fraction i of inattentive households become attentive. The

second type of transition arises from social interactions. Each period there are atit pairwise meetings between

attentive and inattentive households. During these meetings, some inattentive households become attentive by

learning about interest rate offers through conversations with attentive households. The conversion rate, !(Rt), is

an increasing function of the annualized quarterly net interest rate. We assume that this function takes a simple

quadratic form:

!(Rt) = � (4Rt � 4)2 .

This function reflects the idea that attentive depositors are more likely to discuss the interest rates they earn

on their deposits when rates are high. An important effect of the function !(Rt) on our results is that it yields a

low (high) level of attentive depositors when interest rates have been low (high) for an extended period.

The number of inattentive households who become attentive in period t is !(Rt)atit + iit. So, the probability

that an inattentive household becomes attentive is !(Rt)at+i. This expression has two components: the exogenous

rate, i, and the impact of social interactions, !(Rt)at. The number of attentive households who become inattentive

is aat, so the probability that an attentive becomes inattentive is a.

The change in the number of attentive depositors, at+1�at varies with the current level of attentive depositors,

d (at+1 � at)

dat
= !(Rt)(1� 2at)� (i + a) .

The first term represents changes in at due to social interactions. This term is positive when Rt < 1 is high and

at < 0.5 since, under these conditions, a high number of inattentive households become attentive. The second term

is negative for two reasons. First, when at is higher, more attentive households become inattentive (aat). Second,

when at is higher, a fewer inattentive become attentive (i(1� at)).

The strength of the social interactions related to Rt is maximal whenat = 0.5. When at is low, social interactions

aren’t very powerful because there aren’t many attentive households that can interact with inattentive households.

When at is high, social interactions aren’t very powerful because there aren’t many inattentive households that can

be converted into attentive households.
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Steady State Suppose the Federal Funds rate is constant and equal to zero (R = 1). In this setting, attentive

households do not discuss interest rates in their social interactions, and the steady state proportion of attentive

households depends only on the exogenous rates at which households change their attention state

a =
1

1 + a/i
.

Suppose instead the Federal Funds rate is constant at a strictly positive level (R > 1). Then the steady state

level of a is given by the quadratic equation

0 = �aa + !(R)a (1� a) + i (1� a)

The positive solution to this equation is

a =
!(R)� a � i +

q
[!(R)� a � i]

2 + 4!(R)i

2!(R)

A key implication of the function !(Rt) is that it leads to a low (high) level of attentive depositors when interest

rates have been low (high) for an extended period.

5.3 Banking with social dynamics

In an economy with social dynamics, the value to a bank of a dollar deposit from an attentive household is

Va,t = Rt �Rat +
1� �

Rt

[aVi,t+1 + (1� a)Va,t+1] .

Recall that a fraction � of deposits leaves the bank, so the continuation value is multiplied by 1 � �. This

continuation value takes into account the possibility that an attentive household may become inattentive (and

hence more valuable to the bank). This switch happens with probability a.

The value to a bank of a dollar deposit from an inattentive consumer is given by

Vi,t = Rt �Rit +
1� �

Rt

([!(Rt)at + i]Va,t+1 + {1� [!(Rt)at + i]}Vi,t+1) ,

The continuation value takes into account the probability that an inattentive household becomes a less valuable,

attentive household (!(Rt)at + i).

Recall that in equilibrium, equation (6) holds: the investment necessary to attract a dollar of deposits of type

j is equal to the probability of succeeding times the value of this deposit to the bank,

⌧j = µVj,t.

Using this result we obtain
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⌧a

µ
= Rt �Rat +

1� �

Rt


a
⌧i

µ
+ (1� a)

⌧a

µ

�
,

and

⌧i

µ
= Rt �Rit +

1� �

Rt

✓⇢
[!(Rt)at + i]

⌧a

µ
+ {1� [!(Rt)at + i]}

⌧i

µ

�◆
,

The interest rate spread for attentive depositors is:

Rt �Rat =
⌧a

µ
� 1� �

Rt

✓
a
⌧i � ⌧a

µ
+
⌧a

µ

◆
.

This spread is lower than in a version of the model without social dynamics (see equation (7)). The reason is

that attentive depositors are more valuable to the bank because, with probability a, they become inattentive in

the future. It follows from the zero profit condition (6) that the current spread must decline.

The interest rate spread for inattentive depositors is:

Rt �Rit =
⌧i

µ
� 1� �

Rt

⇢
⌧i

µ
� [!(Rt)at + i]

⌧i � ⌧a

µ

�
.

This spread is higher than in a model without social dynamics (see equation (8)). The reason is that, with

probability !(Rt)at + i, inattentive depositors become attentive in the future. EXPAND (ZERO PROFIT CON-

DITION) This effect is stronger when the number of attentive households is high because inattentive households

are more likely to encounter attentive households and become attentive. The effect is also stronger when interest

rates are higher because the conversion rate, !(Rt), is higher, raising the probability that an inattentive household

becomes attentive.

The value of nimt is given by,

nimt = "
l + at


⌧a

µ
� 1� �

Rt

✓
a
⌧i � ⌧a

µ
+
⌧a

µ

◆�
+ (1� at)

✓
⌧i

µ
� 1� �

Rt

⇢
⌧i

µ
� [!(Rt)at + i]

⌧i � ⌧a

µ

�◆
.

We can rewrite nimt as

nimt = "
l +

at⌧a + (1� at)⌧i
µ

✓
1� 1� �

Rt

◆
+
1� �

Rt

⌧i � ⌧a

µ
(at+1 � at). (12)

The first two terms in this expression equal the value of nimt in an economy without social interactions. The

intuition for those terms is described after equation (9). The third term captures the impact of social interactions on

nimt. An increase in the number of attentive depositors, at+1 � at, increases nimt because the equilibrium spread

on inattentive depositors rises to compensate for the higher probability that inattentive depositors will become

attentive.

The impact of a change in at on nimt is given by
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dnimt

dat
=
⌧a � ⌧i

µ

✓
1� 1� �

Rt

◆
+

1� �

Rt

⌧i � ⌧a

µ

✓
dat+1

dat
� 1

◆

where
dat+1

dat
= 1� (i + a) + !(Rt)(1� 2at)

Combining these two equations, we obtain,

dnimt

dat
= �⌧i � ⌧a

µ

✓
1� 1� �

Rt

◆
+

1� �

Rt

⌧i � ⌧a

µ
[!(Rt)(1� 2at)� (i + a)]

A change in at has two effects. The first effect is negative: an increase in at lowers the average interest rate

spread because the spread on deposits of attentive households is smaller than the spread on deposits from inattentive

households. The second effect plays an important role in allowing the model to generate state dependence in nimt.

This effect is positive when at < 0.5 and Rt is high. In this case, many inattentive households will become

attentive. Those conversions imply that inattentive customers will generate lower profits in the future. The zero

profit condition implies that current margins must rise to compensate for that effect.

The marginal impact of Rt on nimt is given by

dnimt

dRt

=
at⌧a + (1� at)⌧i

µ
(1� �)R�2

t
�R

�2
t

(1� �)
⌧i � ⌧a

µ
(at+1 � at) +

1� �

Rt

⌧i � ⌧a

µ

dat+1

dRt

,

where
dat+1

dRt

= !
0(Rt)at(1� at) = 32�(Rt � 1)at(1� at).

There are three effects to consider. The first effect is positive and stems from the change in the discount rate

associated with a rise in Rt. This effect is also present in an economy without social dynamics: a rise in the

interest rate reduces the present value of future profits. The zero profit condition implies that current interest rate

spreads must rise to offset this impact. The second effect is negative. When interest rates rise, banks discount more

heavily the future losses that occur when some inattentive depositors become attentive. The present value of these

losses declines when Rt increases. So the spread on inattentive deposits has to increase by less in the present to

compensate. That effect decreases nimt. The third effect is positive. Recall that !(Rt) is increasing in Rt. So,

higher interest rates raise the rate at which inattentive households become attentive due to social interactions. This

effect reduces future profits from inattentive households. The zero profit condition implies that the current interest

rate spread on inattentive consumers must rise to compensate for that effect.

Combing the two expressions above, using the law of motion for attentive households and re-arranging yields:

dnimt

dRt

=
(1� �) (⌧i � ⌧a)

µR
2
t

⇢
⌧i

⌧i � ⌧a
� at

�
+ {(i + a) at � i}+ {16�(Rt � 1) (Rt + 1) at(1� at)}

�
.
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The term in the first braces denotes the effect of a rise in Rt when there are no social dynamics. The terms in

the second and third braces denote the exogenous and endogenous social dynamics effect, respectively.

We now discuss the quantitative properties of our model. We use the parameter values listed in Table 1.

Table 1: Parameter values

Parameter Parameter value Description
i 0.0008 Rate at which inattentive become attentive
a 0.0029 Rate at which attentive become inattentive
� 1.2173 Social dynamics interaction parameter
⌧a/µ 0.0123 Cost of attracting attentive depositors/matching function parameter
⌧i/µ 0.1333 Cost of attracting inattentive depositors/matching function parameter
� 0.0237 Fraction of depositors who leave banks for exogenous reasons
RL 1.015 Gross annual interest rate, low interest rate state
RH 1.056 Gross annual interest rate, high interest rate state
✏l 0.005 Cost per dollar of making loans
Tq 200 Frequency of social interactions in a quarter of time

We calibrate our banking model parameters to jointly deliver that (i) Ri,t, Ra,tare never lower than one, i.e.

deposits rates never get negative after a monetary policy shock in either of the two states considered (ii) the spreads

Rt � Ri,t, Rt � Ra,t are also always non-negative and (iii) the theoretical impulse responses of core net interest

margins to a 100 b.p. monetary policy shock are as close as possible to their empirical counterparts presented

in Section 3. We set ✏l = 0.005 so that the difference between the lending rate to firms and the Federal Funds

rate is two percent per annum (see equation 3). Finally, we set � = 1.2173 and � = 0.0237 corresponding to an

annualized value of 0.9085 so that so that financial variables’ dynamic model responses roughly coincide with the

point estimates of the Bauer and Swanson (2022)[3] reported above. In a future version of the paper we will estimate

the parameters of the model

When solving the model, we assume that social dynamics take place on a daily basis but economic interactions

occur at the end of the quarter. We set Tq = 200 so that households have multiple social interactions per day.

To illustrate the properties of the model, we compute the equilibrium response of nimt to a temporary rise in

the policy rate. We begin from two steady states corresponding to a low interest rate, R = 1.015, and a high interest

rate, R = 1.056. We then consider the dynamics response of nimt to a temporary rise in interest rates, beginning

in these two steady states. The interest rate shocks are the first nine estimates of the impulse response function of

the Federal Funds rate to a 100 basis points policy shock depicted in Figure 1.

Figures 12 and 13 illustrate the responses of various aggregates to a rise in R, starting from the low and high

level of interest rates, respectively.
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Figure 12: Dynamic response to monetary policy shock in low-interest-rate state.

Consider first the responses when the initial interest rate is low. Three interesting features of Figure 12 are

worth noting. First, a rise in Rt leads to a substantial increase in the fraction of attentive households. Second,

deposit rates rise but by less than the interest rate on loans. The latter is equal to the increase in the Federal Funds

rate. Third, the policy shock induces a substantial increase in nimt. The intuition for the previous results can be

summarized as follows. First, the present value effect is stronger when Rt is low, i.e., there is a larger decline in

the present value of future profits that a current rise in interest rate spreads must offset. Second, there is a high

level of inattentive depositors, a substantial fraction of which will become attentive in the future. Recall that those

types of customers will be less profitable for the bank in the future. Since there many such customers, this effect

creates substantial upward pressure on current nimt to ensure zero profits in equilibrium.
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Figure 13: Dynamic response to monetary policy shock in high-interest-rate state.

Next, consider the responses when the initial interest rate is high. Three interesting features of Figure 13 are

worth noting. First, the initial share of inattentive households is low. So, a rise in Rt does not lead to a substantial

decline in the share of inattentive households and a corresponding increase in the share of attentive households.

Second, the rise in the interest rate paid to attentive households is very large. Since nimt is dominated by the

high share of attentive households, nimt does not react much to a change in the fe deral funds rate. The intuition

behind these results can be summarized as follows. First, as discussed above, the impact of a rise in interest rates

on the present value of future profits is weaker when Rt is high. Second, since most depositors are attentive, banks

have few inattentive depositors who will turn attentive in the future. So, a small number of customers will become

attentive in the future. Recall that those types of customers are less profitable for the bank in the future, creating

upward pressure on current nimt to counteract that effect. Since there are few such customers, the rise in nimt

that’s required to have \zero profits in equilibrium is small.

Finally, Figure 14 shows the level responses of nimt in the high and low interest rate states as well as the

differences between those responses. We plot the model-based responses along with the empirical counterparts

obtained using the Bauer and Swanson (2023) monetary policy shock measure. The key finding is that the model

does a good job of accounting for the empirical responses. Indeed, taking sampling uncertainty into account one

cannot reject the null hypothesis that the response functions are the same.
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Figure 14: Dynamic response to monetary policy shock: Net Interest Margin

Note: This figure compares the theoretical impulse response functions generated from the partial equilibrium banking
model to their empirical counterpars presented in section 3. Solid lines display the model IRFs. Solid Lines with “x”
markers display the corresponding empirical IRFs. Shaded areas represent the 90% confidence bands of the empirical
IRFs.

6 Banking in a general equilibrium model TANK model

In this section, we describe a general equilibrium model which embodies our banking model. In the model, state-

dependent pass of policy rate changes to deposit rates interact with the presence of households who have a high

marginal propensity to consume out of liquid wealth. The net result is to induce state dependency in the way that

monetary policy affects aggregate economic activity.

In reality, there are many types of households who have a high marginal propensity to consume out of liquid

wealth. For example, many retirees derive a substantial part of their income from various types of bonds. Other

examples, include wealth hand-to-mouth consumers of the sort emphasized by Kaplan, Moll and Violante (2018)[16],

XXXX and poor households who often face binding borrowing constraints (see for example Bilbiie (2020)[5], Auclert,

Rognlie and Straub (2024)[1] and DeBortoli and Gali (2024)[11] as well as the references therein).

Incorporating all of the sources of heterogeneity stressed in the literature is beyond the scope of this paper.

Instead, we focus on a parsimonious TANK model that captures the interactions between the state-dependent

passthrough of bank deposit rates to changes in the Federal Funds rate and the presence of some households with a

high marginal propensity to consume out of liquid wealth. We assume that borrowing constraints are not binding

for one group households in the model. We refer to these households as permanent income consumers (PI). Another

class of households are hand-to mouth consumers. To simplify, we assume that permanent income households are

always attentive. Hand-to-mouth households transit between attentive and inattentive states according to the social

dynamics described in the partial equilirbrium model.

Importantly, given our timing conventions, households earn interest-income on their wages. So households can

increase consumption using the extra income produced by from rises in deposit rates. This effect is particularly
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significant for hand-to mouth households.

In subsection 5.1, we describe the households, firms and banks in the economy and define the equilibrium.

Subsection 5.2 describes our choices of parameters and the properties of the model. Subsection 5.3 contains our

main results. Finally, in subsection 5.4 we discuss the sensitivity of our results to allowing for sticky wages as well

as sticky prices.

6.1 Model Description

We model the production sector of the economy as in CEE (2005)[8].

Final good producers A final homogeneous good, Yt, is produced by a representative, perfectly competitive

firm using the technology:

Yt =

✓Z 1

0
Y

1
�

i,t
di

◆�

, � > 1. (13)

The variable Yi,t denotes the quantity of intermediate input i used by the firm.

Profit maximization implies the following demand schedule for intermediate products:

Yi,t =

✓
Pi,t

Pt

◆� �
��1

Yt. (14)

Here, Pi,t denotes the price of intermediate input i in units of the final good.

The price of output is given by:

Pt =

✓Z 1

0
P

� 1
��1

i,t
di

◆�(��1)

.

The final good, Yt, can be used to produce either consumption goods or investment goods.

Intermediate goods producers Intermediate good i is produced by a monopolist using labor, Ni,t, and capital

services, Ki,t, according to the technology:

Yi,t = (ki,t)
↵
N

1�↵

i,t
. (15)

Here ki,t and Ni,t denotes the total amount of capital services and hours worked purchased by firm i. The inter-

mediate goods firm is a monopolist in the product market and is competitive in factor markets. As in Christiano,

Eichenbaum and Evans (2005)[8], we assume that to produce in period t the retailer must borrow the nominal

wage bill, WtNi,t plus the nominal capital service bill, Rk

t
ki,t from banks at the beginning of the period. The gross

interest rate on those loans is R
d

t
. The retailer repays the loan at the end of period t after receiving sales revenues.

The firm’s real marginal cost is si,t =
@Si,t

@Yit
where Si,t = minki,t,NitR

l

t
[rk

t
ki,t + wtNiit] andYi,t is given by (15).

Given our assumptions, the i
ith firm’s real marginal cost is

si,t =

✓
1

1� ↵

◆✓
1

↵

◆↵ �
R

l

t
r
k

t

�↵ �
R

l

t
wt

�1�↵

The profits of intermediate-good producer i at time t are:

⇡i,t = Pi,tYi,t � Ptsi,tYi,t.
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The i
th retailer sets its price, Pi,t subject to the demand curve, (14) (2.4), and the following Calvo sticky-price

friction:

Pi,t =

⇢
Pj,t�1 with probability 1-⇣
ePt with probability ⇣

�
(16)

Here, ePt denotes the price set by the fraction 1�⇠ of producers who can re-optimize at time t. Our notation reflects

the well-known result that, in models like ours, all firms that can re-optimize their price at time t choose the same

price. We assume these producers make their price decision before observing the current period realization of the

monetary policy shock.

All of the intermediate good firms are owned by the representative ‘permanent income’ household. We denote

the time t+j value of a dollar of dividend that these households receive by vt+j . The firm chooses its optimal time-t

price, P̃t, to maximize:

max
P̃t

1X

j=0

(⇠�)j �b
t+j

⇣
P̃tYi,t+j � Pt+jsi,t+jYi,t+j

⌘
,

subject to the demand curve (14). 7

Wage determination Christiano, Eichenbaum and Trabandt (2016)[9] show that estimated versions of three

models of wage determination have virtually identical implications for macroeconomic aggregates: the search and

matching matching model of labor in Hall and Milgrom (2008)[15], Erceg, Henderson and Levin model (2000)[13]

of Calvo-style sticky wages, and a reduced-form specification of nominal wages embodying inertia. To minimize

notation, we adopt the last model and assume that after a shock, nominal wages evolve according to

wt = �wt�1 + (1� �)wSS + (1� �)Ldt/Ld
SS

.

Employment is demand determined and the three types of households vary their work in proportion to their

steady state values to satisfy demand. For now we assume that � = 0.99.

Households People are organized into two types of households, each of which has a continuum of identical

members. The economy has a fraction � of hand to mouth households and a fraction (1� �) of permanent income

households.

Hand-to-mouth households

To simplify, we assume that households of type j = {i, a} maximize

Et

1X

l=0

�
t

(
⇥
ln(CH

j,t+l
� bC

H

j,t+l�1)
⇤
�  

(NH

j,t+l
)1+⌘

1 + ⌘

)

subject to the budget constraint

PtC
H

j,t
= Rj,tWtN

H

j,t
+ t.

7The variable vt+j is the Lagrange multiplier of the household problem associated with the nominal budget constraint.
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The index j refers to whether the household is inattentive or attentive. The superscript H denotes a variable

for a hand-to-mouth household.

As discussed below, nominal wages are initially at their steady state and then adjust slowly in response to

monetary policy shocks. Since employment is demand determined and the budget constraint holds with equality,

the preferences of the hand-to-mouth households are irrelevant. Put differently, hand-to-mouth households consume

their income and make no intertemporal consumption choices.

Permanent income households

The representative permanent income households owns the firms in the economy and the stock of capital. In

each period, the household decides how much to consume, how much physical capital to accumulate, how many

units of capital services to supply, and how much cash to deposit with a bank. For simplicity, we assume that

all of these households are attentive. Our results are not very sensitive to this assumption. Permanent income

households smooth their consumption over time, so changes in their interest income have a small impact on current

consumption.

Permanent income households maximizes their lifetime utility:

Ut = Et

1X

l=0

�
t

(
⇥
ln(CP

t+l
� bC

P

t+l�1)
⇤
�  

(NP

t+l
)1+⌘

1 + ⌘

)
, (17)

subject to the budget constraint:

PtC
P

t
+ It + �(utK̄t) = R

a

t
WtN

P

t
+R

K

t
utK̄t + �t+ t. (18)

Here, K̄t denotes the beginning of period physical capital stock, �t and  t denote profits from the monopolistically

competitive firms and lump-sum taxes, respectively. The variable xt denotes household capital investment. The

variable ut denotes the utilization rate of capital, which we assume is set by the household. Capital services, Kt,

depends on the physical stock of capital and the rate of capital utilization according to, Kt = utK̄t so that RK

t
utK̄t

represents the household’s earnings from supplying capital services. The increasing, convex function �(ut)K̄t denotes

the cost, in units of consumption goods, of setting the utilization rate to ut. We assume that

�(ut) = �0 + �1(ut � 1) +
�2

2
(ut � 1)2

where the steady state value of ut is equal to 1.

The law of motion for the stock of physical capital owned by the permanent income household is:

K̄t+1 = (1� �(ut))K̄t + F (It, It�1). (19)

Here, � denotes the physical rate of depreciation The function F(.) summarizes the technology that transforms

current and past investments into installed capital for use in the following period. As in CEE (2005)[8] this function

is given by

F (It, It�1) =


1� S

✓
It

It�1

◆�
It
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where

S

✓
It

It�1

◆
=

sI

2

✓
It

It�1
� 1

◆2

.

Monetary policy The monetary authority controls the nominal interest rate, Rt. In normal times it chooses

Rtaccording to a Taylor-type rule:

ln(Rb

t
) = (⇢r1+⇢

r

2)ln(R
b

t�1)+(⇢r1⇢
r

2)ln(R
b

t�2)+(1�⇢r1�⇢r2�⇢r1⇢r2)ln(Rb)+(1�⇢r1�⇢r2�⇢r1⇢r2)
✓
✓⇡ln

✓
⇧t

⇧̄

◆
+ ✓yln

✓
Yt

Y

◆◆
+�r

"
r

t

(20)

where �r
"
r

t
is an iid shock with zero mean and standard deviation �r, ✓⇡ > 1 and ✓y = 0 . The variables ⇧̄, and R

b

are the target level of inflation and the corresponding steady-state value of the nominal interest rate, respectively.

In order to match the hump shaped behaviour of the empirical response of the FFR to a monetary policy shock

documented in Section 3 we assume that the Taylor Role shows persistence with respect to the first and second lag

of the policy rate. The parameters ⇢r1⇢r2 discipline the degree of persistence and the magnitude of the hump in the

response of the policy rate to the monetary policy shock.

Fiscal policy Real government spending, G, is constant over time and is financed with lump-sum taxes,  t.

6.2 Calibration and Scenario Construction

In the last part of Section 4 we analyzed the responses of bank deposit rates and net interest margin to a 100 b.p.

increase in the annualized monetary policy rates. In this section we redo this exercise in the context of the DSGE

model described above. We cannot directly feed into the DSGE model two different interest rate values, high and

low, because the policy rate is endogenously determined by the Taylor Rule.

We can however construct an observationally equivalent specification by assuming two different inflation targets.

We assume that real rate, determined by �, remains constant and allow for different steady state nominal rates

R = �/⇧̄. Importantly, the level of the nominal interest rate only matters for the social dynamics and the banking

block. We set the low value for the low inflation target to zero and calibrate � and the high value for ⇧̄ to match

the empirical averages of the Federal Funds Rate in the high and low rate subsamples discussed in Section 3.

Accordingly, we construct our “high for long” scenario by setting the gross inflation target ⇧̄ to 1.01, or annualized

inflation of 4%. We construct our “low for long” scenario by setting the gross inflation target ⇧̄ to 1, or annualized

inflation of 0%. We calibrate the steady state non-varying value of the real rate r
⇤ = 1.5% annualized which

implies a value of � = 0.9963. This procedure delivers a steady state nominal rate of 5.5% and 1.5% annualized,

respectively, for the “high for long” and “low for long scenario.”

Starting from each of the two steady states, we feed in eight MIT-shocks so that the implied interest rate path is

the same as the empirical estimates associated with the Bauer-Swanson shock measure. See Figure 1. Thereafter,

people assume that policy evolves according to the Taylor rule 20. To respect the timing assumptions adopted in
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the empirical analysis in Section 3, we assume that people made their period t decisions before seeing the time t

monetary policy shock.

Table 2 reports the rest of the parameters of the model. Other than the parameters of the banking model which

are discussed in Section 5, the parameters ⇢r1 and ⇢r2 which were discussed in the model setting subsection, and the

parameters �, ⇧̄, all the other parameters are calibrated to fairly standard values in the NK literature. Importantly,

we calibrate the share of PIH consumers in the economy � to the value estimated in Bilbie et al. (2023)[6] for a

very similar TANK model.

Table 2: Parameter values

Parameter Parameter value Description
i 0.0008 Rate at which inattentive become attentive
a 0.0029 Rate at which attentive become inattentive
� 1.2173 Social dynamics interaction parameter
⌧a/µ 0.0123 Cost of attracting attentive depositors/matching function parameter
⌧i/µ 0.1333 Cost of attracting inattentive depositors/matching function parameter
� 0.0237 Fraction of depositors who leave banks for exogenous reasons
✏l 0.005 Cost per dollar of making loans
Tq 1 Frequency of social interactions in a quarter of time
� 0.9963 discount factor
bb 0.8 habit formation
� 0.75 share of Non-Hand-to-Mouth
�
N 0.5 labour disutility scale
⌘ 1 inverse Frish Elasticity
 K 1.25 investment adjustment cost scale
�0 0.025 capital depreciation
�1 0.047 capital depreciation due to utilization (linear)
�2 0.001 capital depreciation due to utilization (quadratic)
↵ 1/3 capital share
"
P 11 demand elast. for retail firms
�
P 0.85 Calvo stickyness for retail firms
�1 0.99 wage stikyness
⇢
r

1 0.4 Taylor rule: persistance first coefficient
⇢
r

2 0.4 Taylor rule: persistance second coefficient
✓
⇧ 1.5 Taylor rule: inflation gap reaction
✓
y 0 Taylor rule: output gap reaction
�
r 0.0025 Taylor rule: shock standard deviation
⇧̄ 1.01 or 1 Taylor rule: inflation Target (High and Low)
⇢
A 0.9 Technology process: persistance
�
A 0.01 Technology process: shock standard deviation

G/Y 0.18 Steady State ratio of Government Spending to Output
Note: This table displays the parameter values assumed in order to perform the quantitative exercize performed in section
5.4.

6.3 Results Baseline

In this section we analyze the impulse response functions to a 25 b.p. monetary policy shock under the “high for

long” and “low for long” scenarios constructed as described in section 5.3. Figure 15 displays these impulse response

functions for the main aggregates of interest. Following the shock both output and consumption tend to decrease

considerably and for an extended period of time, exhibiting an hump shaped pattern characteristic of standard
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NK models. The first main result is that the magnitude of the response is state dependent. At the peak of the

response, aggregate output decreases by roughly double the amount of the decrease in the high rate scenario. A

similar conclusion can be drawn for consumption and investments. The response of real wages is muted by wage

stickyness. The labor market adjusts through significant movements in hours worked. The second main result

is that the NIM increases after a monetary shock in the “low rates” scenario while it increases in the “high rate”

scenario. This pattern emergies because there is perfect passthrough from the Federal Funds Rate to the interest

rate on loans but imperfect passthorugh to the average deposit interest rates. This imperfect pass-through varies

with the interest rate setting. In the “low rates” scenario, many more households are inattentive, so banks are paying

the lower “inattentive deposit rate” on a relatively higher share of their deposits (extensive margin), in addition they

pass-through less of the change in the policy rate to their inattentive customers than to their attentive customers

(intensive margin). In the high interest rate scenario the opposite occurs.

Figure 15: Impulse Responses to a monetary policy shock of 25 basis points (100 b.p. annualized). Macroeconomic
Aggregates.
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Figure 16: Impulse Responses to a monetary policy shock of 25 basis points (100 b.p. annualized). Net Interest
Margin.
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Note: All figures display level deviations from steady state. All responses are expressed on an quarterly basis.

7 Conclusion

We show that the impact of monetary shocks on the economy varies depending on whether they occur after a period

of low or high interest rates. This state dependence is evident in both banking sector profitability measures and

key macroeconomic variables, including GDP, consumption, and investment.

These empirical findings can be explained in a general equilibrium model featuring competitive banks with

two key characteristics. First, some depositors are inattentive to the interest rates offered by banks. Second, this

inattentive fraction increases when interest rates are low. The state dependence in deposit interest rates affects the

broader economy because there are households with a high propensity to save out of liquid wealth.
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